
 

 

 

 

 

 

 

Journal of Numerical Optimization and 

Technology Management 

Vol. 1, No. 1, 2023 
 

htttps://shmpublisher.com/index.php/jnotm 

 
p-ISSN: xxxx-xxxx 

e-ISSN: xxxx-xxxx 

 

  

 

  © SHM Publisher      1 

Deep convolutional generative adversarial networks for data 

imbalance in convolutional neural networks for facial 

expression classification 
 

 

Sugiyarto Surono1, Choo Wou Onn2, Almuzhidul Mujhid3, Nursyiva Irsalinda1, Goh Khang Wen2*
 

1Mathematics Study Program, Universitas Ahmad Dahlan, Indonesia 
2Faculty Data Science and Information Technology, INTI International University, Nilai Malaysia 

 

 

Article Info  ABSTRACT 

Article history: 

Received June 2023 

Revised June 2023 

Accepted July 2023 

 

 Facial expression recognition technology is a critical direction of emotion 

computing research, and it is an essential part of human-computer interaction. 

The facial expression recognition method is a classification method. An 

excellent classification method and widely used today are the Convolutional 
Neural Network (CNN). However, there are still shortcomings in accuracy in 

the CNN method if the available dataset is minimal and imbalanced. There are 

two ways to overcome this, adding the training data or changing the 

architecture on CNN. In this research, the researcher uses the method to add 
to the training dataset using the Deep Convolutional Generative Adversarial 

Networks (DCGAN) method. 
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1. INTRODUCTION 

Facial expression technology is a critical direction of emotion computing research, is an essential part 

of human-computer interaction, and has a wide range of applications in medicine, education, business 

marketing, and other fields [1]–[4]. One method of recognizing facial expressions is to use the classification 

method. An excellent classification method and widely used today is the Convolutional Neural Network (CNN) 

[5]–[7]. CNN can input the image directly and get the final classification result without preprocessing the data. 

By building a neural network model with a certain depth and combining nonlinear operations such as 

convolution and union, we can realize two crucial functions of mimicking the hierarchical processing of the 

human brain. It also allows the classification process to be faster and more accurate with smaller image 

https://creativecommons.org/licenses/by-sa/4.0/
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dimensions [8]. However, the drawback of the Convolutional Neural Network (CNN) method itself requires a 

vast data set to work appropriately and accurately [9]–[12]. 

So to overcome the lack of this data set, the researcher proposes a method to overcome the lack of 

data, namely the Deep Convolutional Generative Adversarial Networks method. Deep Convolutional 

Generative Adversarial Networks is the development of the Generative Adversarial Networks method, which 

is a method to increase the amount of image data by adding new image data (synthetic images) and as the 

standard solution against overfitting [13]–[15]. The synthesized image is obtained by approximating the 

distribution of the original data and then creating an image from the approximation of the distribution of the 

original image. In 2014, Ian Goodfellow, then a PhD student at the University of Montreal, discovered 

Generative Adversarial Networks (GANs). This technique has allowed computers to generate realistic data 

using not one but two separate neural networks. GANs weren’t the first computer programs to create data, but 

their results and versatility set them apart. GANs have achieved incredible results long ago, thought nearly 

impossible for artificial systems. The ability to generate real-world quality fake images, convert doodles into 

photos, or turn video footage of horses into zebra dashes—all without requiring a lot of data [16], [17]. By 

adding synthetic image data using the Deep Convolutional Generative Adversarial Networks (DCGAN) 

method, it can overcome the shortcomings of the CNN method [18], [19]. The reason for choosing a thesis on 

this topic is that the researcher wants to explore the classification of images by increasing the accuracy of the 

CNN method. 

 

 

2. METHOD 

This section gives several essential definitions and theorems that are being used to support further 

discussion in the next section. These are facial expression datasets, Deep Convolutional Generative Adversarial 

Networks (DCGAN) and Convolutional Neural Networks (CNN). 

 

2.1 Deep Convolutional Generative Adversarial Network 

DCGAN is a different development method from GAN. The Generator and Discriminator use Deep 

convolution architecture whose goal is to get a more stable GAN by adding new systems in the GAN 

architecture. When modelled as Deep Layer Convolution, players G and D can be trained in alternation by 

decreasing binary crossover entropy. 

𝐺: 𝑅𝑑 → 𝑅𝑛 

Generator G takes any sample 𝒛 ∈ 𝑅𝑑 from the distribution and then produces a sample 𝐺(𝒛). 

 
𝑚𝑖𝑛

𝐺
 
𝑚𝑎𝑥

𝐷
𝑉(𝐷, 𝐺) ≔ 𝔼𝑥~𝜇[𝑙𝑜𝑔𝐷(𝑥)] + 𝔼𝑧~𝜀 [log (1 − 𝐷(𝐺(𝑧)))] 

 

Deep Convolutional Generative Adversarial Network (GAN) is a framework for estimating the 

generator model through the adversarial process. There are two models, namely the Generator model and the 

Discriminator model; both are trained simultaneously. The generator model G will capture the distribution of 

data, and the discriminator model D, which estimates the probability of the sample coming from the training 

data of G. The training procedure for G is to maximize the chance of D making a mistake. This framework fits 

the theory of minimax games with two players [15], [20]. GAN perspective defines the similarity of probability 

distributions, where two data sets are said to be equal if the samples come from the same (or nearly the same) 

probability distribution [21]. In an image (original image) consisting of a data set X⊂R^nwhich consists of a 

sample of the probability distribution μ(with density p(x)), and we we try to find the probability distribution ε 

(with a density of q(x)) so that is a good approximation of μ. This means that the ε distribution will produce 

the same or similar image as the original image [22], [23]. 
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Figure 1. Architecture of DCGAN 

2.2 Convolutional Neural Network 

Convolutional neural networks(CNN) are the most popular class of models for image recognition and 

classification tasks nowadays [7], [23]. CNN is the development of a multilayer perceptron (MLP) to process 

two-dimensional data, which consists of two architectures, namely Convolution and Neural Network [24]. Two 

things that make CNN different from NN are convolution and backpropagation processes. The CNN method 

consists of two stages; it begins with image classification using feedforward, then the learning stage with the 

backpropagation method. Softmax regression is commonly used for classification tasks because it generates a 

well-performed probability distribution of the outputs [25], [26]. 

a. Convolutional and Pooling 
Kernel or commonly called filter, is a square matrix with dimension n_k×n_k, where n_k is an integer 

and usually a small number, such as 3 or 5. Kernels or filters are traditionally used in image processing 

techniques, such as sharpening, blurring and embossing [27]. The pooling layer is additionally called as max-

pooling layer or subsampling. Convolution example: 

 

(

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

) ∗ (
𝑘11 𝑘12 𝑘13

𝑘21 𝑘22 𝑘23

𝑘31 𝑘32 𝑘33

) = ∑ ∑ 𝑎𝑖𝑗𝑘𝑖𝑗

3

𝑗=1

3

𝑖=1

 

 

b. Activation Function 

The activation function is used to output a neuron in the hidden and output layers. The input of the 

activation function is the operating value of the linear combination of the input values and weights, which can 

be called net and can be expressed as follows: 

 

𝑛𝑒𝑡 = ∑ 𝑥𝑖𝑤𝑖 

With activation function, 

𝑓(𝑛𝑒𝑡) = 𝑓(∑ 𝑥𝑖𝑤𝑖) 

 

activation functions we used in CNN and DCGAN 

• Sigmoid function 

𝜎(𝑥) =
1

1 + 𝑒−𝑥
 

𝑟𝑎𝑛𝑔𝑒 = (0,1) 

• Rectified Linear Unit Function (ReLU) 

0, 𝑖𝑓 𝑥 ≤ 0
𝑥, 𝑖𝑓 𝑥 > 0
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𝑟𝑎𝑛𝑔𝑒 = [0, ∞) 

• Gaussian Error Linear Units Function (GELU) 

𝐺𝐸𝐿𝑈(𝑥) = 𝑥𝑃(𝑋 ≤ 𝑥) = 𝑥𝜙(𝑥) = 𝑥.
1

2
[1 + 𝑒𝑟𝑓(𝑥/√2)], 

𝑖𝑓 𝑋 ∼ 𝒩(0,1) 

• Softmax Fuction 

tanh(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 

𝑟𝑎𝑛𝑔𝑒 = (−1,1) 

c. Neural Network 
Neural Network (NN) is a method that imitates the working of biological neural networks. The 

primary component of Neural Networks is a neuron; it serves as a quantifier and nonlinear mapping processor. 

Between one neuron with another neuron that is connected by a value called weight [28], [29]. 

• Single Layer 
A single layer network consists of one input layer and one output layer [30]. The way it works is that the 

nodes of the input layer are directly projected to the output layer of the neurons. 

𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑓 (∑ 𝑥𝑖

𝑁

𝑖=1

𝑤𝑖 + 𝑏𝑖) 

𝑥𝑖 = 𝑖𝑛𝑝𝑢𝑡 

𝑤𝑖 = 𝑤𝑒𝑖𝑔ℎ𝑡 

𝑏𝑖 = 𝑏𝑖𝑎𝑠 

 

• Multi-Layer 

A multiple layer network is a network that consists of one or more hidden layers. This network can solve 

more complex problems, but it takes longer for the training process. 

𝒐𝒋 = 𝝈 (∑ 𝑥𝑘

𝐾

𝑘=1

𝑤𝑘,𝑗 + 𝛽𝑗) 

𝒗𝒊 = 𝝈 (∑ 𝑜𝑗

𝐽

𝑗=1

𝑢𝑗,𝑖 + 𝛾𝑖) 

𝒗𝒊 = 𝝈 (∑ 𝜎

𝐽

𝑗=1

(∑ 𝑥𝑘

𝐾

𝑘=1

𝑤𝑘,𝑗 + 𝛽𝑗) 𝑢𝑗,𝑖 + 𝛾𝑖) 

 

𝑜𝑗 = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑙𝑎𝑦𝑒𝑟 

𝑣𝑖 = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑒𝑐𝑜𝑛𝑑 𝑙𝑎𝑦𝑒𝑟 
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Figure 2. Architecture of CNN 

 

 

3. RESULTS AND DISCUSSIONS 

We build the DCGAN and CNN models in the Google Colab environment with GPU as accelerator 

hardware. The MMA Facial Expression Dataset dataset for DCGAN is 900 happy images and 820 angry 

images. 

 
Figure 3. Angry image (left) and happy image (right) 

3.1 DCGAN in MMA Facial Expression Dataset 

We first take the angry image as data training for our DCGAN because it only has 820 images. Our 

target is to create 80 imitation images to balance the datasets. The following is the architecture of the DCGAN. 

 

Table 1. Critic or Discriminator architecture in DCGAN 
Type Input Channel Kernel size Output Channel Activation 

Convolution Block 3 × 64 × 64 4 64 × 32 × 32 GELU 

Convolution Block 64 × 32 × 32 4 128 × 16 × 16 GELU 

Convolution Block 128 × 16 × 16 4 256 × 8 × 8 GELU 

Convolution Block 256 × 8 × 8 4 512 × 4 × 4 GELU 

Convolution Block 512 × 4 × 4 4 2 Sigmoid 

 

Table 2. Generator architecture in DCGAN 
Type Input Channel Kernel size Output Channel Activation 

Transpose 

Convolution 
100 × 1 × 1 4 512 × 4 × 4 GELU 

Transpose 
Convolution 

512 × 4 × 4 4 256 × 8 × 8 GELU 

Transpose 

Convolution 
256 × 8 × 8 4 128 × 16 × 16 GELU 

Transpose 

Convolution 
128 × 16 × 16 4 64 × 32 × 32 GELU 

Transpose 

Convolution 
64 × 32 × 32 4 3 × 64 × 64 Tanh 

 

In this study of the DCGAN method, we used 300 epochs. and this is the imitation image generated 

from the DCGAN process in several epochs. 
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Figure 5. Fake images generated in multiple epochs, 100^th epoch (left), 250^th epoch (left) 

As we can see, the image generated in the 250^th epoch is quite good at defining angry expressions. 

So we can stop and take the imitation images generated at the 300^th epoch. 

 

3.2 Classification CNN 

Here we classify two types of data, datasets without augmentation and datasets with augmented 

DCGAN. In our CNN architecture, we apply the same architecture for both. 

a. Resizing image, Giving RGB value, and Rescaling 

The first process is to change the image size to 𝑛 × 𝑛 size; in this study, we change the image size to 

100 × 100. 

 
Figure 6. Before resizing (left) and after resizing (right) 

After the resizing process, the next step is to convert the image into a matrix 100 × 100 that has 

RGB value and rescaled by dividing all the RGB values by 255. 

 

b. Convolution and Pooling 

Table 3. architecture of CNN 
Type Input size Kernel size Output size Activation 

Convolution 100 × 100 × 3 3 × 3 × 32 98 × 98 × 32 ReLU 

Max Pooling 98 × 98 × 32 2 × 2 × 1 49 × 49 × 32 - 

Convolution 49 × 49 × 32 3 × 3 × 32 47 × 47 × 32 ReLU 

Max Pooling 47 × 47 × 32 2 × 2 × 1 23 × 23 × 32 - 

Convolution 23 × 23 × 32 3 × 3 × 64 21 × 21 × 64 ReLU 

Max Pooling 21 × 21 × 64 2 × 2 × 1 10 × 10 × 64 - 

Flatten 10 × 10 × 64 - 6400 × 1 - 

Dense Dropout 6400 - 1024 ReLU 

Dense 1024 - 2 Softmax 

 

These are the results of the facial expressions classification with two experiments. 
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Figure 7. Train loss of CNN (left) and accuracy of CNN (right) 

 
Figure 8. Train loss of CNN with DCGAN data (left) and accuracy of CNN with DCGAN data 

(right) 

It can be seen that the loss from the classification training process decreases, and the classification 

accuracy increases.  

 

Table 3. Comparison of accuracy and loss of CNN architecture with two kinds of datasets (datasets using 

traditional augmentation and datasets using DCGAN) 
Type Accuracy Loss 

CNN 81.50% 0.4033 

CNN with DCGAN data 91.00% 0.2679 

 

 

4. CONCLUSION 

In this paper, we explored how image augmentation DCGAN can overcome unbalanced training data 

to increase accuracy in face classification by using the CNN method to obtain better accuracy. While getting 

imitation images to balance the training data, DCGAN is quite good and solves the data imbalance problem 

and provides increased accuracy in image classification task by 9,5%. 

However, the work still has some limitations. For instance, the number of datasets is limited to 

emotions and only DCGAN is used in our model and still separated from CNN architecture. Therefore, we 

consider in future research that we can combine DCGAN and CNN in one architecture so that it can solve data 

imbalances in any image classification problems. 
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