Naive Bayes and KNN for Airline Passenger Satisfaction Classification: Comparative Analysis
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Abstract
Air transportation is vital due to technological advancements and globalization. It is affordable and accessible worldwide, providing efficient services to reach destinations globally. This discussion focuses on full-service airlines that offer online-based services. Previous research indicates that available facilities and services influence passenger satisfaction. Previous research on customer satisfaction showed a correlation between satisfaction and services without accurate figures. In the present study, the customer satisfaction figure is measured using the Naive Bayes and K-Nearest Neighbour (K-NN) algorithm to obtain a tested level of accuracy. In this analysis, we will compare the effectiveness of Naive Bayes and K-NN algorithms in classifying airline passenger satisfaction. The results show that the accuracy of the Naive Bayes method of the two algorithms is higher than the K-NN method. The accuracy value of the Naive Bayes method is 84.48%, while the accuracy value of the K-NN method is 65.38%. From the test results, the precision value for Naive Bayes is 82.25%, and K-NN is 67.35%. Furthermore, the recall value for Naive Bayes is 82.43%, and K-NN is 74.33%.

1. Introduction
Air transportation has become an important part of today's modern life. Along with the development of technology and globalization, air transportation is becoming more affordable and easily accessible to many people worldwide. As a big business, the aviation industry provides efficient and effective air transportation services to reach destinations worldwide. In transportation, choosing air routes is the most popular alternative for those who want to get their goal quickly. Since users' needs differ, they can choose a flight that suits their schedule and budget to buy tickets [1].

Along with those aspects, customer satisfaction is the customer's response to evaluating the perceived discrepancy between previous expectations [2]. Service quality contributes positively to customer satisfaction, and customer loyalty provides added value to keep believing in the company's services [3]. Problems often occur in service quality and customer satisfaction because many companies
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only consider the company’s internal perspective rather than the customer’s point of view. Therefore, companies need to create service strategies and programs that focus on customer interests by considering the service quality components to maximize the quality of passenger services following company goals [4].

This discussion will focus more on airlines in the full-service category. Airlines provide online-based services. In line with the development of the digital era, the services provided include online reservation, check-in, and e-ticketing. Previous research shows that passenger satisfaction is associated with the facilities and available services [5].

If the company can ensure the implementation of several aspects according to standard operating procedures, the customer will be satisfied with the product or service provided. Customers will then compare the service with those received from other companies. If the company can provide satisfactory service, customers will feel very satisfied and tend to make repeat purchases and recommend the company to others. Therefore, companies need to seriously consider the importance of customer service to survive and compete in today’s business market. Today’s customer satisfaction has been recognized as vital to maintaining business and winning competition [6]. Data Mining is crucial for organizations as it is imperative to conduct thorough analyses determining the value associated with discovered patterns. This process ensures that the designs found are meaningful, valuable, and pertinent to the organization [7].

Various learning techniques have been developed, including supervised, unsupervised, and reinforcement learning. Among these, supervised learning methods teach computers to identify specific patterns within their data and associated labels or target values. Subsequently, when the trained model encounters data with similar designs, it is expected to make highly accurate predictions of the corresponding labels or target values while optimizing resource usage to the greatest extent possible [8].

Numerous research studies have been conducted to evaluate service quality and airline passengers’ satisfaction levels. Some studies have employed conventional statistical testing, while others have utilized multiple-criteria methods to achieve similar objectives. Within the domain of machine learning, assessing airline passenger satisfaction commonly involves using sentiment analysis. This technique analyses text, tweets, or comments to identify whether the sentiment expressed is positive or negative regarding satisfaction [9].

In this comparative analysis, we will evaluate the effectiveness of the Naive Bayes and K-NN algorithms in classifying airline passenger satisfaction. We will analyze the dataset consisting of feedback from airline passengers and use both algorithms to classify the feedback as positive or negative. The accuracy of the classification results will be evaluated, and the advantages and disadvantages of each algorithm will be discussed [10].

2. Method

In this study, the authors used the K-Nearest Neighbour and Naive Bayes classification methods to classify the Airline Customer Satisfaction Dataset. This study aims to compare the two methods to determine which is better for predicting the accuracy of Airline Customer Satisfaction.

This study can be resolved through five process steps based on the description above. The flowchart model illustrating these steps can be seen in Figure 1 below.
2.1 Data Mining

Data mining is a step in doing Knowledge Discovery in Databases (KDD) [11]. Many benefits can be obtained through data mining processing, which helps get valuable information and increase understanding of various data that can be analyzed using multiple algorithms [12]. Data mining is finding patterns contained in datasets with certain methods. This process is essential in creating new discoveries or knowledge from a dataset. One of the main roles of data mining is classification in classification utilizing data train to improve the model's quality and the analysis result [13].

Data mining places a strong emphasis on the precision of model predictions. A crucial indicator of effectiveness in data mining models is their capacity to make precise forecasts in practical scenarios. This focus on accuracy stems from the origins of data mining within the realm of Artificial Intelligence, which has always been concerned with developing applicable predictive models. These models have found utility in various real-world applications, including predicting insurance fraud, diagnosing illnesses, recognizing patterns, and more [14].

2.2 Dataset

Airline Customer Satisfaction is a dataset containing information about passenger satisfaction results after using airlines sourced from Kaggle.com. The number of data records in the dataset is 26 thousand, with a total of 9 attributes and one label. The attributes used in this dataset include flight distance, customer type, gender, age, class, type of travel, seat comfort, food and drink, and
departure/arrival time convenient. Some of the attributes mentioned refer to one label: the level of passenger satisfaction.

2.3 Classification

One of the goals that many generate in data mining is classification. Classification is a classification or grouping function that explains or distinguishes concepts or data classes to estimate the class of an object whose label is unknown or dividing something according to its classes [15]. Classification is the process of finding a data class so that it can estimate the class of an object whose label is unknown [16].

2.4 Naïve Bayes

Naïve Bayes is one of the most efficient and effective algorithms for machine learning and data mining that uses probability and statistical calculations proposed by British scientist Thomas Bayes. At this stage, the algorithm is implemented on the research dataset into a system that implements Naïve Bayes [17]. The main feature of this Naïve Bayes Classifier is a very strong (naïve) assumption of the independence of each condition/event [18]. Naïve Bayes is proven to be accurate and fast when applied to large databases. The advantage of using Naïve Bayes is that it requires little training information to determine the mean and variance parameters of the variables needed for classification. Bayes' theorem has the following universal form [19].

\[
P(H|X) = \frac{P(X|H) \times P(H)}{P(X)}
\]

Information:
X: Data with unknown class
H: Hypothesis data is a specific class
P(H|X): Probability of hypothesis H based on condition X (Posteriors Probability)
P(H): Hypothesis Probability (Prior Probability)
P(X|H): Probability of X based on the condition of hypothesis H
P(X): Probability of X

2.5 K-nearest Neighbour

K-Nearest Neighbour (K-NN) is a step that needs to be accompanied by training data information to determine object classification to the closest distance. The prediction results with the KNN method are obtained by classifying the shortest distance from neighbours [8]. This method finds the shortest distance between the information to be evaluated with the value of K from neighbours in the training data [20].

The steps for implementing the K-NN method are as follows [20]:
1. Determine parameter k (number of nearest neighbours)
2. Calculates the square of the object’s Euclidean distance to the given training data
3. Sort the squared results in step 2 from the highest to the lowest.
4. Collecting the nearest neighbour classification categories based on k values
5. Predict object categories using the nearest neighbour category with the highest value.
3. Result and Discussion

The performance of an algorithm in solving classification problems can be known by measuring. One of the most common ways is to calculate the algorithm’s accuracy [21]. This study uses a dataset obtained from Kaggle.com which will then be classified using the KNN and Naive Bayes algorithms. The model in this study will be tested using RapidMiner Studio tools with version 10.1 to obtain Accuracy, Precision, Recall, and T-Test values [22]. Before starting the test, the dataset is processed to eliminate invalid and missing data.

3.1 Dataset Selection

This study uses Airline Passenger Satisfaction data obtained from the Kaggle dataset site and accessed via Kaggle.com. The data consist of 26,000 attributes, namely id, gender, customer type, age, type of travel, class, flight distance, inflight wi-fi service, departure/Arrival time convenience and one label, namely satisfaction.

3.2 Determination of Role Label

This process’s goal label is passenger satisfaction, containing two data: satisfied and neutral or dissatisfied. Before analyzing and making conclusions based on the modelling done in the RapidMiner Studio application, it is important first to define the role title that will be applied to the resulting class attributes. In this context, RapidMiner Studio is a machine learning application used to process the data set. This role tag assignment is done when entering notes into the RapidMiner Studio application [23].

3.3 Data Selection

Data Selection minimizes the data used for the mining process while still representing the original data [24]. In the origin dataset, some data with missing values and invalid data are not included in the process. The data contained in the process are valid and according to the conditions of the process.

3.4 Testing Method

The testing process is carried out to determine the performance of the model built. Testing uses test data whose predictions will be searched through the RapidMiner Studio tool [25].

3.4.1 Naïve Bayes

This uses a model from Naïve Bayes, as shown in Figure 2.

![Figure 2. Naive Bayes Model Process](image)

Figure 2 above is a model for testing the Naive Bayes algorithm using RapidMiner Studio, which starts with Read Excel, the operator used to read imported Excel files, and the Naive Bayes test using two datasets, Data Test and Data Train. Then, choose the Naive Bayes calculation model. After that, add the Apply Model and Performance operators.

3.4.2 K-nearest Neighbour

The K-NN test using RapidMiner Studio is carried out according to Figure 3 below.
In Figure 3, the K-NN test starts with importing the dataset file in Excel format. The operator used is the read Excel operator. Then the data split operator is added to the process. The ratio used in the divided data operator is 0.9 and 0.1, and then the operators added are applied model and performance.

3.5 Method Result
3.5.1 Naïve Bayes Result

Table 1. Accuracy Naive Bayes results

<table>
<thead>
<tr>
<th></th>
<th>True Satisfied</th>
<th>True Neutral or Dissatisfied</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Satisfied</td>
<td>9399</td>
<td>2028</td>
<td>82.25%</td>
</tr>
<tr>
<td>Pred. Neutral or Dissatisfied</td>
<td>2004</td>
<td>12545</td>
<td>86.23%</td>
</tr>
<tr>
<td>Class Recall</td>
<td>82.43%</td>
<td>86.08%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows the result of the Naive Bayes method and states that the accuracy rate for this method is 84.48%. Where is Class Precision for prediction. Class precision for Satisfied is 82.25%, and for pred. Neutral or dissatisfied is 86.23%.

Figure 4 shows the plot view of the Naive Bayes test result.

Figure 5 shows the Performance Vector of the Naïve Bayes test result.
3.5.2 K-nearest Neighbour Result

Table 2. Accuracy K-NN results

<table>
<thead>
<tr>
<th></th>
<th>True Satisfied</th>
<th>True Neutral or Dissatisfied</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Satisfied</td>
<td>615</td>
<td>374</td>
<td>62.18%</td>
</tr>
<tr>
<td>Pred. Neutral or Dissatisfied</td>
<td>525</td>
<td>1038</td>
<td>67.35%</td>
</tr>
</tbody>
</table>

Based on Table 2, the results of testing the K-NN method with RapidMiner Studio, the accuracy value obtained is 65.38% with class precision value for pred. Satisfied by 62.18%, and pred. neutral or dissatisfied is 67.35%.

Figure 6 shows the plot view of the K-NN test result.

Figure 7 shows the Performance Vector of the K-NN test result.
3.5.3 Result Comparison

The result comparison of the Naive Bayes and K-NN methods is shown below in Figure 8.

4. Conclusion

Based on the results of testing the Naive Bayes and K-NN algorithms for the classification of airline customer satisfaction using the RapidMiner Studio version 10.1 application. The data are taken from the Kaggle.com Airline Passenger Satisfaction website. The results show that the accuracy of the Naive Bayes method of the two algorithms is higher than the K-NN method. The accuracy value of the naive Bayes method is 84.48%, while the accuracy value of the K-NN method is 65.38%. From the test results, the precision value for Naive Bayes is 82.25%, and K-NN is 67.35%. Furthermore, the recall value for Naive Bayes is 82.43%, and K-NN is 74.33%.

The Naive Bayes and KNN methods are used in this study to obtain a number that defines how effectively they predict customer satisfaction as it correlates with airline services. However, considering that the results of this study should be examined with caution because of the variety of attributes that determine passenger satisfaction and the method performed to evaluate the accuracy.
The level of passenger satisfaction may be assessed in the future using several techniques for the pre-flight, in-flight, and post-flight services. This can potentially be implemented to determine the reliability of airline services more precisely.
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