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Abstract 

This research was conducted to increase accuracy in classifying sentences 
containing hate speech and non-hate speech on Twitter. This is important to 
do because, as technology develops, it also comes with negative impacts, 
one of which is hate speech. This classification is carried out using a 
combination of Logistic Regression (LR) and Support Vector Machine (SVM) 
methods. This combination is based on the ease of implementation and 
speed of LR as well as SVM's ability to handle more complex and non-linear 
data. In this context, LR is used to model the probability that a comment on 
Twitter contains hate elements or not. The model can then provide 
probability predictions for each class, and a threshold can be set to 
determine the final class. This research shows that combining these methods 
can build a good classification model with an accuracy of 96%. 

 

 

1. Introduction 

Technological developments nowadays are very rapid. Everything humans do can be easily assisted 

by technology [1]–[4]. Apart from that, the dissemination of information also occurs in just a matter of 

minutes. Technology itself can have positive and negative impacts, depending on how each individual 

uses it [5]–[7]. The positive influence is that we can quickly find out what is trending at the moment as 
a means of business introduction or cultural preservation. However, behind these positive influences, 
there are, of course, negative influences that we cannot prevent. When someone uploads or expresses 
themselves on social media, not everyone sees it as a positive thing. There may be negative comments 
from other people. These negative comments can trigger pros and cons. There is significant global 
concern regarding the phenomenon of hate speech. The international community is increasingly 
concerned about types of communication that are considered expressions of hatred towards 
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individuals or groups based on social characteristics such as race, ethnicity, gender, religion, sexual 

orientation, and other attributes that are an integral part of being human [8]–[10].  

According to a PEW Research Institute survey in 2014, 73% of adult internet users had seen 
someone being harassed online, 40% of internet users had personally experienced online harassment, 
and 45% of them had experienced severe harassment [11]. Sometimes extreme cases of cyberbullying 
even lead the victim to commit suicide. Social media platforms are particularly interested in 
determining online abuse by users who report such abuse [11], [12]. The spread of the phenomenon of 
hate speech and disinformation online has the potential to disrupt democratic debate and practice and 
has the potential to facilitate serious human rights violations. In addition, this can strengthen the 
exclusion of minority groups. Even in Ethiopia, despite having one of the lowest internet connectivity 

penetration rates on the continent, it cannot be denied that this phenomenon is still felt [10], [13]–
[15]. The Nigeria Stability and Reconciliation Program describes hate speech as a catalyst for violence, 
considering it a degrading form of communication The program notes that the content of hate speech 
“has the potential to create a destructive cycle as viewers surround it while acting as an alternative 
source of information that dilutes positive information [16]. 

Based on these problems, it is necessary to classify positive and negative comments. This 
classification aims to ensure that words that contain rude, hurtful, or detrimental elements can be 
detected using machine learning. Machine learning has penetrated various fields today, be it science, 

education, finance, or business [17]–[20]. Machine learning has found its application everywhere. 

However, machine learning is only limited to “machine learning” and has not even realized its full 
potential. Machine learning is the ability of a computer to learn the relationship between input and 
output without being explicitly programmed [21]. That way, when using machine-learning-based 
machines, algorithms need to be assisted. Algorithms that are often used for classification are Logistic 

Regression (LR) and Support Vector Machine (SVM) [22]–[25]. 

Logistic Regression (LR) is an algorithm in machine learning that is used for binary classification 
purposes [26]. Binary classification refers to the predictions of two different classes, for example, 
positive and negative. In the framework of detecting hate speech, LR can be used to form a model that 
can identify whether a text is included in the hate speech category or not. One of the advantages of LR 
is the ease and speed of implementation, especially in the case of binary classification [22]. The Support 
Vector Machine (SVM) is also an algorithm in machine learning that is useful for classification purposes. 
SVM is an algorithm that aims to find the separator with the maximum margin, which means finding 
the line (hyperplane) that separates two classes with the largest margin. The specialty of SVM lies in its 
capacity to handle data that has complex and non-linear features [23]. 

In previous studies, some studies discussed the classification of hate speech. [11] conducted 
research using collaboration between the BiLSTM and CNN algorithms, CNN-LSTM, GRU, and LSTM. The 
collaboration of the BiLSTM and CNN algorithms obtained 87% accuracy, CNN-LSTM obtained 85% 
accuracy, GRU produced 86% accuracy, and LSTM produced 82% accuracy. This research shows that 
the collaboration of BiLSTM and CNN produces the highest accuracy. However, the results are still 
below 90%. Therefore, efforts need to be made to increase accuracy to the maximum. In this research, 
efforts were made to increase accuracy by combining the LR and SVM algorithms. 

Research on the same topic was conducted by [27] using the multinomial logistic regression 
method. The weakness of this research is the lack of exploration of the characteristics of the method 
used. This research obtained an accuracy of 84%. These accuracy results can still be improved by 
exploring the features further or by trying to combine them with other methods. [20] conducted 
research using the semantic fuzzy logic model, which produced an F1-score of 91.5%. There is a lack of 
feature exploration, and the time used is still relatively long for computing. There is a need to increase 
the semantic fuzzy logic variables to accommodate more sentiment classes for better accuracy. 
Machine learning algorithms can also be applied to detect hate speech. Research by [28] produced an 
accuracy of 95% using the rule-based clustering method. Then research by [29] using (BERT + ANN) 
produced an accuracy of 93.55%, and (BERT + MLP) produced an accuracy of 93.67%. [30] also 
conducted research, which resulted in an accuracy of 77.6% and a balanced accuracy of 83%.  

Based on the description above, in this research, a classification was carried out between sentences 
that are hate speech and those that are not hate speech using the LR and SVM algorithms. The 
combination of Logistic Regression (LR) and Support Vector Machine (SVM) is expected to provide a 
more potential solution by combining the advantages of Logistic Regression in ease of implementation 
and speed, as well as SVM's ability to handle more complex and non-linear data. It is hoped that the 
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combination of these two algorithms can increase accuracy so that it can maximize effectiveness in 
classifying hate speech words or sentences. 

 
2. Literature Review 

References from several previous studies are important before researching to determine the 
relationship between the research that will be carried out and previous research to avoid duplication 
or similarities in the research that will be carried out. It is used as a reference in research based on the 
references taken, and the focus of research can be defined and classified.  

There are previous studies that conducted research with the aim of classification using the LR and 
SVM methods. Research conducted by [22] discusses the LR method for classification. This research 
resulted in the conclusion that traditional LR classification requires many iterations and a long time, so 
it is necessary to adjust the logistic mathematical model, error function, and regression coefficient using 
the gradient descent method, and improve the sigmoid function. Meanwhile, [23] conducted research 
discussing the implementation of SVM in classifying images. This research shows that in classifying 
images using SVM, the things that influence model performance are high-quality datasets, ancillary 
data, feature extraction, and designing models that are adapted to existing data. 

In research [25] used Logistic Regression, Random Forest, and KNN algorithms for text classification. 
This research shows that of the three algorithms used, Logistic Regression provides performance as 
expected in all parameters. This makes Logistic Regression the algorithm that produces the highest 
accuracy among the three algorithms compared. In addition, research conducted by [24] describes a 
comparison between Random Forest and SVM algorithms. This research aims to statistically measure 
the characteristics of methods in terms of frequency and accuracy. The results obtained show that the 
Random Forest algorithm is superior in the case of article databases and low spatial resolution image 
cases. Meanwhile, in classifying data that contains more features, the SVM method is superior in 
comparison to the average accuracy of the method compared to Random Forest. 

In research [11], Afaan Oromo hate speech was detected using a model with five different deep-
learning methods. These models are CNN, LSTM, GRU, BiLSTM, and CNN-LSTM. Based on the research 
conducted, the best performance was achieved by BiLSTM with an F1-Score of 91%. Apart from that, 
the research also shows that training embedded representations with models and combining samples 
can improve the performance of the models built. However, the research conducted has not yet 
collaborated on methods that might provide better performance. 

 
3. Method 

This research uses an experimental approach to classifying hate speech in cyberspace. This type of 
research focuses on collecting and analyzing numerical data to produce findings that can be expressed 
quantitatively. The methods used in this research are LR and SVM with a combination voting classifier 
technique. The framework for this research consists of several stages, which are described below.  
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Figure 1. Hate speech classification flowchart using a combination of LR and SVM 

Based on the framework above, the explanation of each stage is as follows: 
 
Data collection 

The first step in this research was to carry out a data collection process related to hate speech in 
cyberspace. This research uses the Twitter Sentiment Analysis dataset [21], which comes from the Kaggle 
Repository. The dataset contains 29,530 sentences that have a label column. The label column with the 
number '1' is the racist sentence category, and the number '0' is the non-racist sentence category. 
 
Preprocessing Data 

Dataset processing is carried out by cleaning the tweets in stages including case folding, noise removal, 
tokenizing, stopword removal, and stemming. 
1. Case Folding: The process of changing all capital or uppercase letters in the dataset to lowercase or 

lowercase. 
2. Noise Removal: The process of removing noise in a dataset, such as hashtags, numbers, punctuation, 

URLs, and other attributes that contain missing values. 
3. Tokenizing: The process of breaking down a sequence of characters or sentences into several parts 

of words called tokens. 
4. Stopwords Removal: The process of removing several unimportant words from the dataset. 
5. Stemming: The process of changing each word in the dataset into a basic form. 
 
Split Dataset 

The dataset that has gone through the preprocessing stage will be divided into two parts, which are 
75% as training data and 25% as test data. Training data will be used when training the model, while test 
data will be used when testing the model. This is done to ensure that the model being built can work well 
on new data. 
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Logistic Regression (LR) 

LR is a method for solving regression and classification problems. LR predicts the classification of 
categorical data using probability. LR models can be formed with a logistic function using numerical values 
to predict the outcome. Maximum probability is calculated using a logistic function to predict the 
maximum data, and determining a probability between 0 and 1 determines whether an event will occur 
or not [31]. LR analysis is used to explain the relationship between response variables in the form of 
dichotomous or binary data and independent variables in the form of interval and/or categorical scale 
data [31]. The LR method has the advantage of being able to provide an easy analysis process because it 
does not require previous assumptions, making the classification process easier and being able to analyze 
the relationships between variables. Method illustration logistic regression [32] can be seen in Figure 2 
below: 
 

 
Figure 2. A visual illustration of logistic regression 

Source: [32] 
The mathematical expression of the logistic regression [33] method is as follows: 
 

�̂� = 𝜋(𝑥) =
𝑒𝑥𝑝(𝑔(𝑥 ))

1+𝑒𝑥𝑝(𝑔(𝑥))
        (1) 

 
where: 

�̂�  = Logistic probability. 
𝑒𝑥𝑝  = 2.71828183 or 2.72 
𝐵0, 𝐵1𝑋  = Logit function of logistic regression models. 
 
Support Vector Machine (SVM) 

SVM is a classification method that predicts classes using a model from the training process [34]. 
Grading is done by looking for a hyperplane or decision boundary that separates one class from another, 
which in this case plays a role in separating tweets with racist sentences, or number 1, and tweets with 
non-racist sentences, or number 0. The use of SVM in this research is to classify tweets that are utterances 
of hatred or not. The advantage of SVM is that it focuses on finding the best hyperplane that separates 
data classes, and this can function well even in high dimensions. SVM has a good ability to generalize 
training data to previously unseen data. SVM tends to avoid overfitting training data. Assume that the 
input data consists of n data vectors, where each data vector is represented by 𝑥𝑖  𝜖 𝑅𝑛, where 𝑖 =
1, 2, 3, … , 𝑛. Let the class label that needs to be assigned to the data vectors to implement supervised 
classification be denoted by 𝑦𝑖 , which is +1 for one category of data vectors and 0 for the other category 
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of data vectors. The data set can be geometrically separated by a hyperplane. Since the hyperplane is 
represented by a line, it can also be mathematically represented by [35]: 
 

𝑤𝑥𝑖 + 𝑏 = 0 𝑎𝑠 𝑦𝑖  = 0 (ℎ𝑦𝑝𝑒𝑟𝑝𝑙𝑎𝑛𝑒)       (2) 
𝑤𝑇𝑥𝑖 + 𝑏 ≥ +1 𝑎𝑠 𝑦𝑖  = +1 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑙𝑎𝑠𝑠)      (3) 
𝑤𝑇𝑥𝑖 + 𝑏 ≤ −1 𝑎𝑠 𝑦𝑖  = −1 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑙𝑎𝑠𝑠)     (4) 

 

𝑠𝑖𝑔𝑛 (𝑥) =  {

1 𝑖𝑓 𝑥 > 0
0 𝑖𝑓 𝑥 = 0

−1 𝑖𝑓 𝑥 < 0
        (5) 

 
The distance D of a data point x from the hyperplane is represented mathematically by the equation: 
 

𝐷 =
|𝑤𝑇𝑥+𝑏|

|𝑤|
         (6) 

 

where: 
𝑤 = weight vector 
𝑥 = data (input) 
𝑏 = bias 
𝑤𝑇  = transpose weight 
 
In sentiment analysis, if an equation is positive, then the algorithm will output positive, and vice versa if it 
is negative. SVM will generate an optimal hyperplane when separating the two categories [36]. The 
method illustration from the support vector machine [37] can be seen in Figure 2 below: 
 

 
Figure 3. An illustration of a support vector machine 

Source: [37] 
Voting Classifier 

At this stage, the models that have been created previously will be combined, namely logistic 
regression and SVM, using a voting classifier. In this research, we will use the 'hard' voting type, which 
makes decisions based on the dominant vote from the combined model. Thus, the voting classifier will 
make predictions based on the dominant results from the two combined models [38]. This voting classifier 
is a powerful approach to improving prediction accuracy, especially when the models have different 
advantages that can complement each other. 
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Evaluation Method 

This research uses the confusion matrix evaluation method. The confusion matrix table consists of 4 
parts, namely True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) [39]. 
The confusion matrix table can be seen in Table 1 below: 
 

Table 1. Confusion matrix 

True Class 

Predicted Class 

TP FN 

FP TN 

The model performance evaluation measurement parameters used are as follows [40]: 
a. Accuracy 
Accuracy is the ratio of valid predictions (positive and negative) using holistic data. The following is 
the equation: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
× 100%       (7) 

 

b. F1 Score 
The F1 score is a parameter used in evaluation to describe the comparison of weighted average 
precision and recall. The following is the equation: 
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        (8) 

 
c. Recall 
This is the ratio of true positive predictions compared to the total true positive data. The following is 
the equation: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝐹𝑁+𝑇𝑃)
× 100%        (9) 

 
d. Precision 
This is the ratio of true positive predictions compared to the overall positive predicted results. The 
formula is as follows: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝐹𝑃+𝑇𝑃)
× 100%        (10) 

 

4. Results and Discussion 

This article utilizes an approach that combines LR and SVM models to carry out the classification 
process. The LR and SVM methods used implement a voting classifier to combine different models and 
are used to make decisions based on labels that appear frequently or the majority of votes. 
 
Train Test Split Dataset 

In evaluating model performance, the dataset is divided into two parts: training data used to train 
the model and test data used to test the model regarding its ability to generalize data that has never 
been seen before. The data distribution can be observed in Figure 4. 

 



56 

 

 
 

Figure 4. Train test split data 

Dataset Labeling 
Figure 5 shows the results of labeling the dataset into two categories, namely racist and non-racist 

categories. 

 
Figure 5. Dataset labeling 

75%

25%

PERCENTAGE DATA

Training Data Testing Data
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Result of Model Evaluation 

The results of research and experiments on the combination model of the LR algorithm and SVM 
show quite satisfactory performance in classifying hate comments. SVM has excellent performance in 
processing fairly high-dimensional data, as well as the ability to generalize better [28]. The LR algorithm 
is used to train a multi-level classification to separate speech that contains hate, offensive sentences, 
and those that do not contain hate elements [41]. These performance results can be observed in Table 
2. 

Table 2. Classification report 

 
precision recall f1-score support 

0 0.96 0.99 0.98 6,880 

1 0.86 0.49 0.62 503 

Accuracy   0.96 7,383 

Macro avg 0.91 0.74 0.80 7,383 

Weight avg 0.96 0.96 0.95 7,383 

 
Table 2 provides quite satisfactory accuracy results, namely 96%. With a precision of 0 of 96% and 

a recall of 99%. This certainly produces a positive indication of the effectiveness of the LR and SVM 
models. A comparison of the accuracy results in this study with previous research can be seen in Table 
3. 

Table 3. Comparison result of the proposed method with other research 

Method Accuracy 

BiLSTM and CNN [11] 87% 

CNN and LSTM [11] 85% 

GRU [11] 86% 

LSTM [11] 82% 

Multinomial Logistic Regression [27] 84% 

Rule-Based Clustering [28] 95% 

BERTand ANN [29] 93.55% 

BERT and MLP [29] 93.67% 

Proposed Method 96% 

 
Based on Table 3, it can be concluded that combining the LR and SVM methods for analyzing hate 

comments is superior when compared to using accuracy parameters from previous research. These 
accuracy results were obtained because LR uses one-versus-rest performance, which means that the 
classification will be trained on each class using the highest probability predictions compared to all 
classification methods used in sentiment labels as well as the ability to predict the probability of binary 
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target variables [42]. While SVM can work in binary classification, modeling nonlinear decisions, as well 
as the ability to overcome overfitting [43]. 

 
 
 

5. Conclusion 

This research was conducted using a combination of LR and SVM methods to classify hate 
comments. The integration of these two methods provides a more potential solution by combining the 
advantages of LR in ease of implementation as well as the speed and ability of SVM in handling more 
complex and non-linear data. Research shows that combining these methods can produce high 
accuracy, with an average accuracy of 96%. It is hoped that the research results can help overcome the 
increasingly widespread problem of hate comments and can serve as a reference for further research. 
In future research, it is hoped to expand the dataset to obtain a greater variety of data and explore 
advanced text processing techniques such as word embeddings to improve the feature representation 
of comment text. 
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