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Abstract  

Diabetes is one of the most chronic and deadly diseases. According to data 
from WHO in 2021, there were approximately 422 million adults living with 
diabetes worldwide, and this number is expected to continue to increase in 
the future due to various factors. Many studies have been conducted for 
early detection of diabetes by focusing on improving accuracy. However, a 
big problem in diabetes prediction is the selection of the right classification 
algorithm. This study aims to improve the accuracy of early detection of 
diabetes by implementing the Random Forest algorithm model. This 
research was conducted with the stages of data collection, data 
preprocessing, split data, modeling, and evaluation. This research uses the 
Pima Indian Diabetes data set. The results showed that the diabetes early 
detection model using the Random Forest algorithm produced an accuracy 
of 87%. This research shows that by using the Random Forest algorithm 
model, the performance of early detection of diabetes can be improved. 
However, there is still room for optimization of this performance, which is 
recommended for further research to carry out feature selection, data 
balancing, more complex model building, and exploring larger data. 

 

 

1. Introduction 

Diabetes mellitus is a chronic and deadly disease that has become a global health problem due to 
its continuously increasing prevalence from year to year [1]. According to the World Health 
Organization (WHO), diabetes mellitus is a chronic condition that occurs when the pancreas is no longer 
able to produce enough insulin or when the body is not able to use insulin effectively, which leads to 
the occurrence of increased levels of glucose (sugar) in the blood, which can cause various health 
complications [2]. Diabetes can be classified into four types: type 1, type 2, gestational, and pre-
diabetes [3]. The long-term effects of the disease include blindness, kidney failure, amputation, and 
even death. According to WHO data, by 2021, there will be approximately 422 million adults living with 
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diabetes worldwide. This number is expected to continue to rise in the future to 625 million is due to 
factors such as an aging population, lifestyle changes, and increasing rates of obesity [4].  

Research into early diagnosis of diabetes is a general need because of the number of people who 
have diabetes around the world. The increase in cases is due to lifestyle training and unhealthy diet. 
Automatic diagnosis can identify fatal complications such as heart disease, kidney problems, nerve 
damage, and eye problems. Nevertheless, automatic screening for diabetes can increase a huge 
financial burden for people and the health system in general. Based on the many cases of people with 
diabetes nowadays, it is necessary to take early action to address problems in the future, namely by 
making early predictions about diabetes.  

This prediction of diabetes can be done by utilizing some of the data of patients with diabetes that 
has been stored in a database to create a pattern for determining diabetes [5]. Machine learning (ML) 
technology has been widely used in a variety of fields [6], especially in the early detection of diabetes. 
Because of this over the years, Machine learning has solved many sophisticated and complex problems 
in a variety of fields such as marketing, business and retail, natural language processing, health, 
robotics, imaging, sound, gaming, etc [7].  

The previous researchers [8], created a model for diabetes prediction using two datasets: Pima 
Indian Diabetes data and early-stage diabetes risk prediction to detect diabetes using several models 
such as Naïve Bayes, K-nearest neighbor, Decision Tree, Logistic Regression, Random Forest, SVM, 
AdaBoost classifier, Gradient classifier, and extra tree classifier. Among the several proposed methods, 
the Super Learner Classifier model has the highest accuracy of 86% for the Pima Indian dataset. For the 
data set of early-stage diabetes risk prediction, the KNN model has the highest accuracy of 97%. The 
study [9] used the DLPD (Deep Learning for Predicting Diabetes) model to predict diabetes and 
produced an accuracy of 94,02,174% for the Diabetes-type data sets and the Indian Pima-diabetics data 
sets are accurate at 99.4112%. The experimental results show improvements in the recommended 
formats compared to the target method. In addition, the model of prediction of diabetes disease also 
has been developed [10], use of short-term memory (LSTM), convoluted nerve network (CNN), and 
combinations to extract complex time dynamic characteristics from HRV input data. These 
characteristics are transferred to a supported vector machine (SVM) for classification. The proposed 
classification system can help doctors diagnose diabetes with an ECG signal with a very high accuracy 
of 95.7 percent. Further studies conducted by [11], used Gradient Boosting, Logistic Regression, and 
Naive Bayes for diabetes diagnosis to obtain 86% accuracy for gradient boosting, 79% for logistical 
regression, and 77% for naive bayes. Further, [12] uses logistical regression, support vector machines, 
nearest K neighbors, random forests, naive Bayes, boot gradient algorithms, and predictive machine 
learning models built and monitored in this study. With predictive capacities of 86.28% and 86.29%, 
respectively, learning-based models from random forest predictions and booting gradients proved to 
be the best prediction models. Besides, research conducted by [13], has detected miletus diabetes early 
using predictive analysis. The results showed the decision tree algorithm and the random forest had 
the highest specifications of 98.20% and 98.00%, each holding the best for the analysis of diabetes data. 
Naive Bayesian results state the best accuracy of 82.30%. Further, [14] developed a new super-learning 
model and managed to obtain the best accuracy results in the detection of diabetes mellitus compared 
to the base-learning for the prediction of risk of early-stage diabetes (99.6%), PIMA (92%), and diabetes 
130-US hospitals (98%) datasets, respectively. 
 
2. Method 

 The method used in this research is proposed in the form of a flowchart in Figure 1 which starts 
with data collection, data pre-processing, split data, modeling, and evaluation. 
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Figure 1. Flowchart of the proposed method   

Each step in this study was conducted sequentially. A detailed explanation of each step taken in 
this research can be seen as follows. 

2. 1. Data Collection 
 To detect diabetes in a person, this research uses the Pima Indian dataset which is publicly 
accessible on the Kaggle platform [15]. The Pima Indian Dataset has been one of the most 
frequently used datasets in machine learning and deep learning research to detect diabetes 
because it has a large sample size and a variety of features that include health history and 
demographic characteristics [16]. The dataset consists of 768 individual data with an age range of 
21 to 81 years. A total of 500 data records are in the form of a negative class, namely individuals 
who are not diagnosed with diabetes. While the rest, namely 268 is the amount of data from 
individuals diagnosed with diabetes. The dataset consists of 8 variables, namely number of 
pregnancies, glucose concentration, diastolic blood pressure, triceps skinfold thickness, 2-hour 
insulin, body time index, hereditary disease history, and age. 
 
2. 2. Preprocessing Data 

Preprocessing data is done to prepare the data to run well in the modeling process.  Data 
preprocessing can be done by cleaning data, changing data types, and others. In the preprocessing 
stage of this research, NaN values or empty rows in the dataset were identified. However, after this 
identification, it is found that the dataset is complete, there are no rows containing NaN. Then 
checking the value of 0 in each feature is done. It is possible because as in the example of the 
pregnancies feature, it makes sense if someone has never been pregnant, and is indicated by the 
pregnancies data 0. However, there are features such as glucose, blood pressure, skin thickness, 
insulin, and BMI, which are impossible if the value is 0. Then the mode value is entered into the 
data that contains 0 in each of these variables. 

 
2. 3. Split Data 
 At this stage, dataset division is carried out where patient data that has been processed in the 
previous stage is divided into 3 sets, namely training data, validation data, and testing data. The 
training data here is used to train the Random forest model. Validation data is used to test the 
performance of the model during training. Testing data is used to test the performance of the model 
after training. The percentage of data division is 60% as training data, 25% as validation data, and 
20% as testing data. 
 
2. 4. Random Forest 

The Random Forest algorithm is proposed to be able to increase the accuracy of early diabetes 
prediction. This algorithm is a machine learning classifier that works by building a decision tree. 
These algorithms can also be used for regression and classification [17]. Random Forest is part of 
the Supervised Learning group developed by Leo Breiman [18]. This method is one of the most 
accurate classification methods used in making predictions, can handle enormous amounts of 
variable inputs without overfitting, and helps eliminate correlations between decision trees such 
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as the characteristic ensemble methods [19], [20]. The random forests can be used in biomedical 
research [21], especially in the detection of diabetes. In addition, Random Forest has a lower error 
rate on diabetes data than its other classification algorithms and has good performance in diabetes 
classification [22].  
 
2.5 Evaluation 

Confusion metric is one of the assessment methods used to analyze the performance of the 
ensemble learning model which is also used in this study. An incorrect matrix can give an overall 
picture of the predictions and real circumstances given by the algorithmic model. The mixed matrix 
has four important elements. Among them is true positive (TP), which is the real amount of data 
contained in a positive class and predicted by the model as a positive. Then True Negative (TN), 
which reflects the real portion of data that is in the negative class, and the prediction of the model 
is in a negative class. False positive (FP) is the amount of information that is actually in the 
negativity class but predicts it as a positive class. Using the confusion matrix, we can calculate and 
evaluate the performance of the model created using indicators such as accuracy, precision, recall, 
and F1 scores. Detailed estimates are listed below. 
 
1. Accuracy 
Accuracy is a value that indicates how accurate the model is in predicting the entire data. Measured 
by the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

(1) 

 
2. Precision 
Precision measures the degree to which work predicted to be fake is fake. We can calculate it with the 
following formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

(2) 

 
3. Recall (Sensitivity) 
Recall measures the extent to which the model successfully detects fake jobs overall. Recall calculated 
by the following formula: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

(3) 

 
4. F1-Score 
The F1-Score is a combination of precision and recall into a single metric that yields the overall model 
performance. This can be calculated by the following formula: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 ∗ (𝑃𝑟𝑒𝑠𝑖𝑠𝑖 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑠𝑖𝑠𝑖 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

(4) 

 
3. Results and Discussion 

In this study, random forest model algorithms were used to recognize patterns of diabetes. Random 
forest models are designed using Google Collab. In the early stages, Pima Indian was divided into three 
categories, data training, data validation, and data testing. After that, we input the median of the 
features glucose, blood pressure, skin thickness, insulin, and BMI, which is not possible if the value is 0. 
The next step is Exploratory Data Analysis to identify patterns, relationships, trends, or anomalies in 
the data that can provide valuable insights into decision-making. Where in this step we find a 
comparison between patients with diabetes and patients without diabetes, as shown in Figure 2. 
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Figure 2. Comparison between patients with diabetes and patients without diabetes 

The relationship pattern between the features in the dataset and its class, namely 'outcome' which 
consists of classes 1 (diabetics) and 0 (healthy individuals) can be seen in Figure 3 below. 

 
Figure 3. a. Correlation between class and 

pregnancies feature 
 

 
Figure 3. b. Correlation between class and 

glucose feature 

 
Figure 3. c. Correlation between class and 

blood pressure feature 

 
Figure 3. d. Correlation between class and 

skinthickness feature 
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Figure 3. e. Correlation between class and age 

feature 
 

 
Figure 3. f. Correlation between class and 

BMI feature 

 
Figure 3. g. Correlation between class and 

diabetes pedigree function feature 

 

Figure 3. Correlation between data and class 

Based on the correlation between the pregnancy variable and the age feature, it can be seen that 
age and pregnancies are spread across healthy and diabetic individuals. However, there is a slight 
tendency that healthy individuals (non-diabetics) are those who are around 30 years old and below and 
do not often get pregnant. For the correlation of glucose and age, we can see a pattern where healthy 
individuals (non-diabetics) are those who are mostly less than 40 years old and their glucose is less than 
140. For the correlation of blood pressure and age, we can see a pattern where healthy individuals 
(non-diabetics) are those who are around 30 years old and less than 100. For the correlation between 
skinthickness and age, we can see a pattern where healthy individuals (not diabetics) are those whose 
ages are around 30 years and below and whose skinthickness is around 40 and below. For the 
correlation of insulin and age, we can see a pattern where healthy individuals (non-diabetics) are those 
whose age is around 30 years and below and their insulin is less than 400. However, there are also some 
individuals aged 50 to 60 years who do not suffer from diabetes because their insulin is very minimal. 
For the correlation of BMI and age, we can see a pattern where healthy individuals (not diabetics) are 
those whose ages are around 40 years and below and their BMI is less than 40. For the correlation of 
diabetes pedigree function and age, we can see a pattern where healthy individuals (not diabetics) are 
those whose ages are around 40 years and below and their diabetes pedigree function is less than 0.8. 

The model evaluation stage is carried out to obtain measurement performance, where the metric 
used in this research is accuracy. From the process carried out and the model that has been created, 
this research obtained a training accuracy of 78.18% and an accuracy on testing of 87%. The following 
is a comparison of the findings of the research with previous research in Table 1. 

 
Table 1. Comparison of accuracy 

Algorithm Accuracy result 

Super Learner Classifier [8] 86% 

Random Forest (Proposed Method) 87% 
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Research conducted by applying the Random Forest algorithm has higher accuracy results 
compared to previous research using the super learner classifier model algorithm on the same dataset. 
In the data preprocessing stage before modeling, the percentage of data division into training, 
validation, and testing data can be said to influence and help in obtaining these results.  So this research 
shows that the model built, namely Random Forest together with the preprocessing stage carried out, 
is superior in classifying individuals suffering from diabetes with healthy individuals.  

4. Conclusion 

In this study, early detection of diabetes was carried out using the Random Forest algorithm. This 
research shows the superiority of the Random Forest algorithm over the use of other algorithms in the 
early detection of diabetes using the same data. In the model built, this study achieved an accuracy of 
87%. This result shows an increase in performance from previous research. However, there is room for 
further development. Future research is expected to consider other factors to improve detection 
accuracy such as the implementation of data balancing methods, application of feature selection, 
building more complex models, and exploring larger data. 
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