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Abstract  

Diabetes mellitus is still an important health problem globally, so it requires 
an efficient classification model to help determine a patient's diagnosis. This 
study aims to determine the K-value on the accuracy performance of the 
diabetes classification model using the K-Nearest Neighbors (K-NN) 
algorithm. This research utilizes a simulated dataset generated through 
interaction with ChatGPT, we investigate various K-values in the K-NN model 
and assess its accuracy using a confusion matrix. Based on experiments, we 
found that the K-NN classification model with a K=6 obtained an optimal 
accuracy of 97.62%. Thus, our findings highlight the important role of 
selecting optimal K-values in improving the performance of diabetes 
classification models. 

 

 
1. Introduction 

The increase in blood glucose levels is a diagnostic sign of the chronic condition known as diabetes 
mellitus, which occurs when the body fails to produce or use enough insulin [1]. According to the official 
website of the World Health Organization (WHO), approximately 422 million people worldwide suffer 
from diabetes, with the majority residing in low- and middle-income countries, and 1.5 million deaths 
directly attributed to diabetes each year [2-4]. Meanwhile, according to the International Diabetes 
Federation (IDF), there are 537 million adults suffering from diabetes mellitus (DM), with 6.7 million 
deaths annually attributed to this disease [5]. Diabetes remains recorded as the most common cause 
of death worldwide, with mortality rates significantly increasing each year [6].  

In an effort to address this issue, early detection and proper management become crucial. One 
approach that can be used is the development of classification models. Classification is a learning 
process aimed at determining the attributes of each object set. In some cases, classification is also 
referred to as the process of grouping data. Classification is also used to describe a dataset where each 
data type, whether nominal or binary, is included [7]. Classification tasks are well-known for their ability 
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to handle missing attribute values and continuous and discrete data to predict the risk of diabetes in 
individuals based on relevant risk factors [8]. 

In this context, the K-NN (K-Nearest Neighbors) method has become one of the popular choices in 
developing diabetes classification models [9], [10]. K-NN, or K-Nearest Neighbors, is one of the popular 
non-parametric machine learning algorithms, meaning it does not assume a distribution. Its advantage 
lies in the highly flexible and non-linear decision boundary generated by the model [11]. The K-Nearest 
Neighbor (K-NN) algorithm is a lazy learning technique that belongs to the instance-based learning 
group. This algorithm is created by determining K groups of objects in the training data that are closest 
to the target in the new or test data. The algorithm requires a classification method to find expert 
information [12]. This algorithm assigns K-Nearest Neighbors based on the closest distance from the 
training data to the test data; after gathering the K-Nearest Neighbors, most of them are taken to make 
predictions for the test sample. The basic concept of K-NN is to find the nearest distance between the 
data to be evaluated and its K nearest neighbors in the training data [13], [14].  

The K-Nearest Neighbor (K-NN) classification algorithm has been proposed by many researchers 
[12], [13], [14]. Some advantages of the K-NN method include simple training, fast, easy to understand, 
and effective when the size of the training data is large [15]. However, the success of the K-NN model 
depends heavily on selecting the optimal value of K and proper data division between training and 
testing data. With this background, this research aims to investigate the influence of the value of K and 
the data division ratio on the performance of the K-NN model in diabetes classification. Through this 
research, it is hoped that deeper insights can be obtained into how optimal K-values and proper data 
division can enhance the accuracy and effectiveness of diabetes classification models using the K-NN 
method. 

2. Method 

In this research, there are five stages to find the best K-value, starting with data collection, which 
then processes the raw data at the data preprocessing stage by removing missing values and balancing 
data classes using Synthetic Minority Oversampling (SMOTE) [16], after the data is ready it is processed 
into classification model by applying the K-NN classifier, then measuring the performance of the 
classification model using a confusion matrix, and the optimal K-value can be found at the best level of 
accuracy. In detail the research flow can be seen in Figure 1. 

 
Figure 1. Research Framework 

2.1 Data Collection 

The data utilized in this study originated from meticulously crafted simulations aimed at mirroring 
the clinical characteristics commonly associated with diabetes mellitus. These simulations were 
meticulously devised based on the wealth of available medical knowledge, endeavoring to encapsulate 
the nuanced variations that may manifest within the broader patient population. Despite being 
synthetic in nature, this dataset was intricately designed to encompass vital features such as blood 
sugar levels, body weight, and blood pressure, all of which hold significant clinical relevance in both the 
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diagnosis and management of diabetes. Additionally, the dataset incorporates supplementary variables 
such as blood pressure status and diabetes classification, thereby fostering a more comprehensive and 
nuanced analysis. It is noteworthy that the generation of this dataset was facilitated through an 
interactive session with the AI model, specifically prompted to create a dataset comprising 100-200 
instances within the realm of healthcare, focusing on a classification problem with 2-3 distinct classes 
while incorporating elements of missing values and class imbalance.  

As a result, the resulting dataset not only mirrors the inherent complexities and intricacies of real-
world healthcare data but also encompasses deliberate instances of missing values and class imbalance, 
thereby enhancing its fidelity and applicability to real-world scenarios. Moreover, the careful 
consideration given to the number of samples within the dataset ensures the encapsulation of a diverse 
array of clinical parameters, thereby enriching the dataset with a breadth of variability. Furthermore, 
the deliberate calibration of the distribution of diabetes diagnosis classes reflects a pragmatic approach 
aimed at mirroring the realistic prevalence and distribution of normal, pre-diabetic, and diabetic cases 
within the broader patient population. Consequently, this meticulously curated dataset serves as a 
robust foundation for conducting comprehensive analyses pertaining to the classification and 
management of diabetes, offering valuable insights into the intricacies of machine learning models in 
healthcare applications. 

2.2  Data Preprocessing 

Preprocessing is conducted to avoid missing values to prevent noise in the K-Nearest Neighbor 
method. Additionally, the presence of data imbalance will affect the model's performance, thus 
requiring balancing with SMOTE. Based on the dataset that has been collected, there are three stages 
carried out including: (1) The "Replace missing value" operator is used to fill empty values with 
minimum, maximum, and mean values, (2) Class balancing utilize the SMOTE method, SMOTE has the 
advantage of not causing missing information, avoiding overfitting, building larger decision regions, and 
improving the accuracy of predicting minority classes. This makes this method suitable for use in this 
research [17]. (3) The split ratio to be used is 70:30 as recommended by most academic communities 
for data sizes between 100 and 1000000. 

2.3 K-Nearest Neighbor 

K-Nearest Neighbor (K-NN) is an instance-based learning method. This algorithm is also considered 
a lazy learning technique. The K-NN algorithm determines the distance values between test data and 
training data based on the smallest values of nearest neighbor distances. A classification system is 
required to be able to search for information [18]. 

 



72 

 

 
Figure 2. Stage of K-NN Algorithm 

2.4 Confusion Matrix 

Confusion Matrix is a calculation method used to analyze the quality of a classification model in 
identifying tuples from existing classes [19]. The value in the confusion matrix can be calculated how 
the model performs using several metrics such as Accuracy, Precision, and Recall. The accuracy metric 
is the measure of how close the predicted values are to the actual values, which is calculated based on 
Equation (1). Meanwhile, the precision refers to the ratio of relevant items selected to all selected 
items. It represents the alignment between information requests and their corresponding responses, 
can be seen in Equation (2). Furthermore, the recall represents the ratio of relevant items selected to 
the total number of relevant items present, shown in Equation (3). 

 
Table 1. Confusion matrix 

 Predicted 

Positive Negative 

Actual 
Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =  
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐅𝐏 + 𝐅𝐍 + 𝐓𝐍
 

(1) 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
 

(2) 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

(1) 

 
 

3. Results and discussion 

This study, collected diabetes record data with a total of 133 rows, with 3 attributes, and 1 class 
column. Each of these attributes is used to predict whether the patient has diabetes or not. The results 
of the classification model are assessed from how successful the model is in predicting into three classes 
stating the conditions "Normal", "Pre-diabetic", and "Diabetic". 
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                                                              Figure 3. Data Description 

Because the data to be tested still contains missing values, it is necessary to perform cleaning first. 
This is because missing values can introduce bias and degrade the model's performance. With 
RapidMiner, treatment can be performed using the Replace Missing Value operator. The creation of a 
cleaning model is required to execute this program. 

 
Figure 4. Design of Cleaning Model 

The parameter to be used for cleaning missing values treatment is average. RapidMiner will fill empty 
data with the average value. 

 
Figure 5. Data without missing value 

After the data cleaning process from missing values, it turns out that the dataset to be tested has 
data imbalance. This will decrease the accuracy of the model's performance and complicate the process 
of finding the right K-value, thus balancing is needed. To handle the imbalanced data, this study applies 
the Synthetic Minority Oversampling Technique (SMOTE) method. Where the initial dataset consists of 
133 rows, with the "normal" class consisting of 46 data, the "Pre-Diabetic" class consisting of 45 data, 
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and the "Diabetic" class consisting of 42 data. In detail, the graph of the number of classes is presented 
in Figure 6. 

 
Figure 6. Number of Data Classes 

After the cleaning process is complete, it is known that the data class has an unbalanced number. 
This will reduce the accuracy of the model's performance and complicate the process of finding the 
right K-value, so balancing is needed. The data class balancing process has been carried out by applying 
the SMOTE method, and produces a balanced number of each class. Thus, the total data is 138 records. 
Thus, the total data is 138 records, as shown in Figure 7. 

 

Gambar 7. Number of data classes after balancing using SMOTE 

After balancing is performed, the initially imbalanced data becomes balanced. This is necessary 
when the data is extremely imbalanced. With this, the data is ready to be split and fed into the model 
using K-NN classifier, and the model design can be shown in Figure 8. 

  

46
45

42

10

15

20

25

30

35

40

45

50

Normal Pre-Diabetic Diabetic

Class

46 46
46

10

20

30

40

50

Normal Pre-Diabetic Diabetic

Class



75 

 

Figure 8. K-Nearest Neighbor Model 

To proceed to the classification stage, the data is divided using the split data technique with a ratio 
of 70:30. As much as 70% of the data will go to the K-NN operator for training, while the remaining 30% 
will go directly to testing. The K-value is determined in the K-NN operator. In this test, the K-values that 
will be evaluated are 5, 6, and 7. 

Table 2. Accuracy results of each K-value 

K-Value Accuracy Recall Precision 

5 95.24% 95.24% 95.24% 

6 97.62% 97.62% 97.62% 
7 95.24% 95.24% 95.24% 

 

Based on Table 2, it can be seen that from each tested value, the value of K = 6 has the highest 
accuracy, precision, and recall, which is 97.62%. Meanwhile, the values of K = 6 and K = 7 have the same 
accuracy, precision, and recall values, which are 95.24%. 

4. Conclusion 

This study aimed to explore the influence of determining the value of K on improving a diabetes 
classification model using the K-NN algorithm. Diabetes mellitus presents a significant global health 
challenge, necessitating efficient classification models for diagnosis and management. Through the 
utilization of a simulated dataset generated with the assistance of ChatGPT, various K-values were 
evaluated within the K-NN model, and their accuracy was assessed using relevant evaluation metrics. 
The main findings of this research indicate that selecting an optimal K-value has a significant impact on 
the performance of diabetes classification models. Preprocessing steps, such as handling missing values 
and balancing data using SMOTE, also proved crucial in enhancing model accuracy. Furthermore, the 
results demonstrate the effectiveness of the K-NN algorithm in classifying diabetes, with certain K 
values yielding higher accuracy than others. In this context, the best-performing K-value was 
determined to be K = 6, achieving an accuracy of 97.62%. These findings provide valuable insights into 
optimizing the application of the K-NN algorithm in diabetes classification, thereby advancing the field 
of medical informatics. 
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