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Abstracts
Digitization of voting results in Indonesia is essential to ensure the accuracy and integrity of the election process. This research introduces an innovative approach that uses Convolutional Neural Networks (CNN) for handwritten number recognition and tally mark recognition. This research uses a dataset obtained from Kaggle. The research process is conducted in several stages, namely Data Collection, Preprocessing, Data Sharing, Modelling, and Evaluation. The results showed that the proposed model achieved an accuracy of 98%. This research shows that using the CNN algorithm for handwritten number recognition and tally mark recognition can improve accuracy and efficiency in digitizing voting results. It is expected that this research can make a significant contribution to the development of a more reliable digital voting system. Future research is recommended to use a larger dataset to validate the strength of the model, which has been built on more varied data.

1. Introduction

Elections are a crucial element in a democratic system that allows people to choose their representatives in government [1]. The outcome of these elections affects the direction of public policy and the overall development of the country. As such, the prediction of election results has a significant impact on the political, social, and economic context of a country [2-5].

Along with technological advancements, the digitization of voting results is an important step to ensure transparency, accuracy, and efficiency in the electoral process [6]. In Indonesia, which has a strong democratic tradition, a reliable and fast vote-counting mechanism is crucial. Handwritten number recognition and tally mark recognition are crucial techniques in the process of modernizing election practices [1], [2], [6].

This research aims to develop an election result prediction model using artificial intelligence techniques, specifically by utilizing the Convolutional Neural Network (CNN) algorithm [7]. The purpose of this research is to evaluate the effectiveness of CNN in digitizing voting results and compare it with
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other existing approaches [8]. Various factors that affect election results, such as historical election data, demographics, political trends, and social variables, will be comprehensively analyzed. In this context, Indonesian election data is chosen as the focus of the research, given its significant scale and complexity in the Southeast Asian region [9].

Some previous studies have used statistical models and other machine learning techniques, but not many have utilized CNN in depth for this application [10-14]. In their studies on the application of CNN to handwritten character recognition, and on improving the accuracy of signature recognition through CNN, show the potential of this technique, but no one has specifically applied it to the digitization of voting results [13].

The main contribution of this research is the application of CNN in the context of election digitization, which is expected to provide significant improvements in accuracy and efficiency compared to existing methods [12]. This research focuses not only on technology, but also on the integrity of the democratic process in Indonesia, to reduce human error, speed up processing time, and ensure the validity of election results [15].

In addition, this research also has broader implications in terms of the synergy between artificial intelligence and governance. The combination of advanced technology with institutional frameworks can bring about major changes in transparency, accountability, and inclusiveness in governance [8], [16-18]. Therefore, this research has the potential to make significant contributions to political analysis, decision-making, and technological development in the context of elections, combining knowledge from political science, statistics, and artificial intelligence [19], [20].

2. Method

In this study, we use Indonesian election data as the main research material taken from Kaggle. This data includes voting results marked with election signs and handwritten numbers. This research material was chosen due to the complexity and large scale of the election process in Indonesia, which reflects the real challenges in digitizing voting results [21].

While there has been some research on the application of CNNs in character and signature recognition, this research focuses on the recognition and digitization of election tally marks using CNNs, which is an area that has not been widely explored [22]. The following Figure 1 is a framework carried out in this study.

![Figure 1. Research framework](image)

Election results can be predicted with the help of artificial intelligence, using a comprehensive range of voting results [1]. Based on Figure 1, the classification method to be used is similar to the method that has been used before, which consists of five stages:

2.1. Data Collection and Preparation

Data collection is taken through a dataset originating from Kaggle, titled ‘Tally Marks Classify Torch Conv2d’ Tally Marks Dataset (kaggle.com). This dataset consists of images of a subset of photos of voting result forms from the 2020 gubernatorial election publicly available from the general election committee website that will be used for classification. The raw dataset used is about 4000 photos and
generated 38,000 images. The dataset is stored in JPG format, due to lossy compression, the
background is not very black and some have non-zero but low intensity (<10).

2. 2. Data Pre-Processing

The initial dataset consists of 38,000 images with .jpg format and 22x28 pixel resolution. After
the cleaning process, 200 corrupted or unreadable images were removed, leaving 37,800 images. Next,
the images were resized to 28x28 pixels and normalized to a range of pixel values [0, 1]. The data
augmentation process was performed with rotation, horizontal flip, and brightness change techniques
to increase the variety of data. The data is divided into 70% for training, 20% for validation, and 10%
for testing.

2. 3. Machine Model Selection

Here, a machine learning algorithm is selected that is suitable for the research objectives and
the characteristics of the election data used [23]. After careful review, we decided to use the CNN
model [24], [25], which has been proven effective in predicting election results in previous studies. This
model can provide a clear interpretation of the contribution of each feature to the prediction results
[26]. We developed a CNN model with an architecture consisting of multiple convolution, pooling, and
fully connected layers. This architecture is designed to capture important features from images of tally
marks and handwritten numbers.

2. 4. Model Training

Based on historical selection data with known outcomes, the model is trained. The model tries
to find patterns in the information that can be used to predict election results [11], [13]. CNN models
are trained using backpropagation techniques with optimization algorithms such as Adam or SGD. The
training process involves repeated iterations to reduce the loss function and improve prediction
accuracy.

2. 5. Model Evaluation

The model performance evaluation is carried out using a confusion matrix. The confusion matrix
used in this research is for multi-class classification. Each element of the matrix indicates the number
of instances for a specific combination of actual and predicted classes. The confusion matrix includes
four primary metrics. True Positive (TP) represents the number of positive cases accurately predicted
by the model. True Negative (TN) denotes the negative cases correctly identified by the model. False
Positive (FP) refers to the number of negative cases wrongly predicted as positive by the model. False
Negative (FN) indicates the number of positive cases incorrectly predicted as negative by the model.
The performance evaluation of the classification model is done by calculating the accuracy value, which
reflects how well the model can correctly identify the classes as a whole. It is calculated using the
following formula:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}
\]  

3. Results And Discussion

This research uses datasets retrieved from Kaggle and applies Machine Learning methods,
specifically Convolutional Neural Networks (CNN), for the digitization of election results. CNN is an
effective technique in pattern and object recognition, which allows models to learn complex features
from image data without the need to be explicitly programmed. In this study, CNN is applied to identify
and classify tally marks as well as handwritten numbers from election results.

Table 1 shows the architecture of the CNN model used in this study. The model consists of multiple
convolution, pooling, and fully connected layers with a total of 250,502 parameters that are all
trainable. Each layer has an important role in capturing different features of the image data, with the
convolution layer capturing local features and the pooling layer reducing the dimensionality of the data
while retaining important information.
Table 1. The architecture of the CNN model

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv2d_4 (Conv2D)</td>
<td>(None, 20, 26, 32)</td>
<td>832</td>
</tr>
<tr>
<td>max_pooling2d_4 (MaxPooling2D)</td>
<td>(None, 10, 13, 32)</td>
<td>0</td>
</tr>
<tr>
<td>dropout_6 (Dropout)</td>
<td>(None, 10, 13, 32)</td>
<td>0</td>
</tr>
<tr>
<td>conv2d_5 (Conv2D)</td>
<td>(None, 6, 9, 64)</td>
<td>51264</td>
</tr>
<tr>
<td>max_pooling2d_5 (MaxPooling2D)</td>
<td>(None, 3, 4, 64)</td>
<td>0</td>
</tr>
<tr>
<td>dropout_7 (Dropout)</td>
<td>(None, 3, 4, 64)</td>
<td>0</td>
</tr>
<tr>
<td>flatten_2 (Flatten)</td>
<td>(None, 768)</td>
<td>0</td>
</tr>
<tr>
<td>dense_4 (Dense)</td>
<td>(None, 256)</td>
<td>196864</td>
</tr>
<tr>
<td>dropout_8 (Dropout)</td>
<td>(None, 256)</td>
<td>0</td>
</tr>
<tr>
<td>dense_5 (Dense)</td>
<td>(None, 6)</td>
<td>1542</td>
</tr>
</tbody>
</table>

Figure 2 shows the output form of each layer of the model, which underlines the hierarchical structure of CNNs in feature extraction and classification.

Figure 2. Shape model

Figure 2 shows the shape of the tally marks dataset, which includes vertical lines and X marks for the representation of voice data. This dataset reflects the complexity of recognizing varied tally marks, including image quality issues such as blur and low contrast. This research introduces a dual-modality approach by recognizing not only handwritten numbers but also tally marks, which shows novelty in election digitization methods.
Figure 3. Shape of tally marks dataset

Figure 4 displays a graph of data processing results, including accuracy and loss on training and testing data. This graph shows that the developed CNN model achieves an accuracy of 98.45%, which is higher compared to the traditional model which only achieves 97% accuracy. It also shows that our model has a lower loss performance, signaling an improvement in recognition efficiency.
Figure 5 shows the evaluation results using the confusion matrix for the developed CNN model. A confusion matrix is a very useful tool to analyze the performance of a classification model by comparing the model’s predicted results against the actual labels. By using a confusion matrix, we can calculate performance metrics such as accuracy, precision, recall, and F1-score in more detail.

In this study, the CNN model achieved an accuracy of 98.45% on the Tally Mark dataset. This figure shows a significant improvement compared to previous research which only achieved an accuracy of 97% [26]. The Tally Mark dataset used in this study has a better representation of different types of tally marks, including lines and X marks, which allows the model to learn from more varied data. The CNN model used adopts an architecture with more layers and parameters that allow for more in-depth feature processing. These improvements indicate that our model is not only more effective at recognizing and classifying tally marks but also better at handling variations and varying image quality.

4. Conclusion

This study aims to digitize voting results in Indonesia to ensure the accuracy and integrity of the election process using Convolutional Neural Networks (CNN) for handwritten number recognition and tally mark recognition. Utilizing a dataset from Kaggle, the research was conducted in several stages: Data Collection, Preprocessing, Data Sharing, Modelling, and Evaluation. The proposed model achieved an accuracy of 98%, demonstrating that CNN can significantly enhance the accuracy and efficiency of digitizing voting results. These findings suggest that this model could contribute to the development of a more reliable digital voting system. Future research should consider using a larger dataset to validate the model’s robustness with more varied data.
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