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Abstract 

Breast cancer is one of the leading causes of death in women. Early detection 
through breast ultrasound images is important and can be improved using 
machine learning models, which are more accurate and faster than manual 
methods. Previous research has shown that the use of the CNN 
(Convolutional Neural Network) algorithm in breast cancer detection still 
does not achieve high accuracy. This study aims to improve the accuracy of 
breast cancer detection using the Inception ResNet v2 transfer learning 
method and data augmentation. The data is divided into training, validation 
and testing data consisting of 3 classes, namely Benign, Malignant and 
Normal. The augmentation process includes rotation, zoom, and rescale. The 
model trained using CNN and Inception ResNet v2 showed good 
performance by producing the highest accuracy of 89.72% in the training 
data evaluation data and getting 90% accuracy in the prediction test stage 
with data testing. This study shows that the combination of data 
augmentation and the Inception ResNet v2 architecture can improve the 
accuracy of breast cancer detection in CNN models. 

 

 

1. Introduction 

Breast cancer is one of the highest causes of death in women. According to the World Health 
Organization, the death rate from breast cancer in Indonesia is 15.9 per 100,000 women, which means 
15.9 out of every 100,000 women die from breast cancer each year [1]. About half of all breast cancers 
occur in women who have no specific risk factors other than gender and age [2]. Most people will not 
experience any symptoms when cancer is early, which is why it is important to do early detection. 

Early detection of breast cancer is carried out to predict the presence of cancer through the images 
of breast x-ray images provided. Early detection of breast cancer uses advanced machine learning 
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models that can facilitate the detection process. Early detection using machine learning models is 
considered more effective than manual methods. Machine learning models are trained on very large 
amounts of data, allowing them to identify patterns and anomalies that humans might miss [3]. This 
results in a higher level of accuracy in detecting cancer at an early stage. In addition, machine learning 
models can process data very quickly, allowing cancer detection to be carried out faster. This is very 
important to increase the chances of treatment success. 

Early detection of breast cancer using machine learning models has been widely carried out in 
previous studies. Many studies use deep learning algorithms, especially the Convolutional Neural 
Network (CNN) [4], [5]. Deep learning models are able to extract features that are more accurate from 
images than traditional machine learning models [6]. CNN models are perfect for capturing complex 
patterns in imagery. In a study conducted by Zeimarani et al. [7]  using Breast Lesion Ultrasound Images 
images, the accuracy was 87.07%. Meanwhile, in another research dataset, Ahmed et al. [8] obtained 
an accuracy of 88.1% after using the deep convolutional neural network (DCNN) method. 

The use of the CNN algorithm alone is considered to lack high accuracy. Therefore, the study aims 
to improve the accuracy of CNN in the detection of Breast Cancer images using the Inception Resnet v2 
transfer learning method. The transfer learning method takes a pretrained model that has been trained 
in advance to be combined with CNNs. The Inception ResNet-v2 architecture can handle scale variations 
in imagery data well [9]. With the combination of Inception and ResNet, Inception ResNet-v2 is capable 
of improving object recognition performance [10]. The Inception module helps in better and more 
detailed feature extraction, while the residue block deepens the network and prevents gradient 
vanishing issues, thereby improving the accuracy of object recognition [11]. In a study conducted by 
Badawy et al. [12] who compared the application of various types of transfer learning on CNN produced 
the best accuracy in the Inception Resnet v2 transfer learning model with an accuracy of 82.93%. 
However, this accuracy is still considered too low. Therefore, in this study, data augmentation will be 
carried out first to process the image so that it is better when processed by the model. 

This research contributes to improving the accuracy of the CNN algorithm using the Inception 
Resnet v2 method, image augmentation to improve the accuracy of the Inception Resnet v2 model. The 
steps of this research include, data augmentation, data splitting, modelling and evaluation. Model 
evaluation will use accuracy metrics to measure how accurately the model classifies imagery.  

2. Literature Review 

In a study conducted by Zeimarani et al. [7], ultrasound images of breast lesions were used to detect 
breast cancer. They developed a model that utilizes deep learning techniques, specifically by using the 
Convolutional Neural Network (CNN) algorithm. The model managed to achieve an accuracy rate of 
87.07% in classifying images into different categories of breast cancer. These results show that deep 
learning techniques can provide quite good performance in medical image classification tasks, 
especially in detecting breast cancer from ultrasound images.  

On the other hand, the research conducted by Ahmed et al. [8] used a deep convolutional neural 
network (DCNN) approach on different datasets. In this study, they also focused on breast cancer 
detection through medical image analysis. The model developed by Ahmed et al. managed to achieve 
an accuracy of 88.1%, slightly higher compared to the results obtained by Zeimarani et al. These results 
indicate that the use of more complex deep learning architectures, such as DCNN, can improve the 
accuracy of breast cancer detection. 

Furthermore, research by Karthik et al. [13] showed more promising results using CNN's Gaussian 
Dropout Based Stacked Ensemble method. In the dataset used, they managed to achieve an accuracy 
of 92.15% in breast cancer detection. This Gaussian Dropout method helps in preventing overfitting 
and improving model generalization, leading to higher accuracy compared to previous approaches. 

The three studies show great potential from the use of deep learning algorithms in detecting breast 
cancer. However, even though the results achieved are quite high, challenges remain in achieving 
higher and consistent accuracy. Factors such as dataset quality and diversity, data augmentation 
techniques, as well as model training parameters greatly affect the final result. 

3. Method 

The research was carried out by carrying out various stages, namely Split Data, Data Augmentation, 
Training Model, Evaluation and Prediction Test. 



95 

 

 

Figure 3. Research Flowchart 

Split Data  

Data split is the process of dividing a dataset into several subsets, consisting of training data, 
validation data, and test data. The goal is to ensure that the model can be tested and validated with 
never-before-seen data, thereby reducing the risk of overfitting and providing more accurate 
performance estimates. The dataset is divided into 70% training data, 20% validation data, and 10% 
test data. 

Data Augmentation 

Data augmentation is a technique that is done by making variations of existing data through 
transformations such as rotation, mirroring, cropping, brightness changes, and others. The goal is to 
increase the amount and diversity of training data to help the model learn more robust features and 
better generalize to the new data. 

Training Model 

Model training is carried out using the Convolutional Neural Network (CNN) algorithm, which is then 
combined with the Inception ResNet v2 model as the base model. At this stage, the pre-trained 
Inception ResNet v2 model with large datasets such as ImageNet is used to leverage its ability to 
recognize complex features in images. This process uses various layers including flatten, dense and 
Inception ResNet v2 as the base model. 
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Convolutional Neural Network (CNN) 

Convolutional Neural network (CNN) is a variation of MultiLayerPerception inspired by human 
neural networks based on the findings of Hubel and Wiesel who conducted a study of the visual cortex 
in cats' sense of vision. The study was particularly inspired by the way the visual cortex works in animals 
that are very powerful in the visual processing system [14]. CNNs are multi-layerperceptrons which are 
one variant of deep neural networks that are often used as a method to classify digital image data.  
Today, CNNs are widely applied to various areas of life, including system recommendations, medical 
image analysis, natural language processing, financial time series analysis [15]. Convolutional Neural 
network (CNN) is a deep learning method that is widely used in computer vision, such as classification, 
detection, and segmentation. CNN learns to extract features from imagery by repeating the learning 
and then generating a feature map [16]. The structure of a CNN contains an input layer, a hidden layer, 
and an output layer. The commonly used type of CNN is similar to Multilayer Perceptron (MLP) which 
includes several Convolutional Layers, Pooling Layers, and finally a Fully Connected Layer. 

The CNN architecture has two main parts, namely Feature learning and Classification as seen in the 
following image 

 

Figure 1. CNN Structure [17] 

Inception-ResNet-V2 

The advantage of the InceptionResNet-v2 architecture method is its ability to recognize objects with 
high accuracy and handle unstructured data by extracting relevant features from images using 
convolution. Where Convolution is the act of image extraction to obtain a model in the form of a kernel 
matrix. In this process, filtering is carried out that shifts with a certain "step value" on an image input. 
Or a process to look at the value of a parameter that determines how much the filter shifts in the input 
image. Furthermore, the results of the convolution become inputs for the fully connected parts for the 
classification process. 

The InceptionResNetV2 architecture combines initial and residual connection models to improve 
performance [18]. This hybrid approach allows the network to take advantage of the benefits of both 
models, including faster training times and avoiding disappearing gradient issues. Residual connections 
also allow the network to pass through multiple layers during training. In addition, InceptionResNetV2 
uses a double-sized kernel in a single layer to draw patterns with diverse hierarchies, which further 
improves the network's ability to capture features of varying complexity [19]. The Inception-ResNet 
model has several blocks that contain convolutional layers, filter merging, ReLU activation functions, 
ResNet, and the initial structure. The architectural layout of this block is depicted in Figure 2. The 
distinctive design of the Inception-ResNetV2 model and the effective use of filters have resulted in 
impressive results in the task of medical image classification. As a result, we used the Inception-
ResNetV2 pre-training model as the foundation for this study. 
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Figure 2. Schematic of Inception-Resnet v2 networks [20] 

The Inception-ResNet-v2 approach is often used for CT-scan image classification due to its ability to 
extract important features from medical images [21]. This deep learning architecture combines two 
well-known models, namely Inception and ResNet. The Inception model excels at extracting features at 
various scales, while ResNet effectively addresses the problem of vanishing gradients during training 
[22]. The Inception-ResNet-v2 approach is designed to overcome the shortcomings of these two models 
and achieve high accuracy in image classification tasks. In addition, this approach is effective in handling 
large data sets and reducing computing time. 

Evaluation 

Evaluation is the process of measuring model performance using validation data that is not included 
in the training data. The evaluation metric used is accuracy. Accuracy metrics assess how well a model 
can correctly predict data. 

Prediction Test 

Prediction tests are carried out using test data to evaluate the model's ability to predict new data. 
This test data consists of samples that have never been used before in the training or validation process, 
thus providing an accurate measure of the model's performance on completely new data. The results 
of these prediction tests are usually summarized in the form of a confusion matrix, which provides a 
detailed picture of how well the model classifies each category. 

4. Results and Discussion 

The dataset will be divided into 3 parts, namely data train, test and validation. Train data and 
validation data will be used to train the model and test data will be used to evaluate the model. The 
data was divided into 10% test data, 20% validation data and 70% training data. 
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Training data and validation data will go through the data augmentation process using an 
imagedatagenerator. The data augmentation process is rotation, zoom, shear, fill mode, and rescale. 
The data augmentation parameters can be seen in Table 1. 
 

Table 1. Data Augmentation Parameters 

Function Parameters 

Rotation_range 20 

Zoom_range 0.2 

Shear_range 0.2 

Fill_mode 'nearest' 

rescale 1./255 

Validation_split 0.2 

Target_size 150, 150 

Class_mode 'categorical' 

 

A comparison between the original sample and the sample from the data augmentation results can be 
seen in Figure 4. 

 

 

 

Figure 4. Comparison between the original sample and the data augmentation sample 

This image displays side-by-side examples of original data with variations generated through the 
augmentation process. Through this comparison, we can clearly see how data augmentation adds 
diversity to the training dataset, by applying various transformations such as rotation, rescale, 
brightness changes, and contrast adjustments.  
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The training process is carried out using the pre-trained Inception ResNet v2 model which has been 
trained with ImageNet big data. This model was chosen for its ability to recognize complex patterns in 
images, given its deep and sophisticated architecture. As a model that has been trained with a very 
large and diverse dataset, Inception ResNet v2 is able to provide more accurate and efficient results 
than models trained from scratch. The Inception ResNet v2 model will be used as the Base Model for 
the CNN architecture model that will be built later. In more detail, the model architecture can be seen 
in Table 2. 

Table 2. Model Architecture 

Layers Parameters 

Flatten Last_output 
Dense 256, activation = 'relu' 

Dropout 0.2 
Dense 3, activation = 'softmax' 

Base model InceptionResnetV2 

 
The training process uses 10 epochs with 143 steps per epoch. The Loss function used is 

'categorical_crossentropy' and the optimizer 'Adam' with a learning_rate of 0.001. As for the evaluation 
metric, it is 'accuracy'. The results of the model training can be seen in Table 3. 

 
Table 3. The results of the model training 

Epoch Accuracy Val_accuracy 

1 0.8620 0.7809 
2 0.8524 0.7951 
3 08620 0.8269 
4 0.8972 0.8481 
5 0.8972 0.8799 
6 0.8032 0.4417 
7 0.8049 0.8481 
8 0.8462 0.7350 
9 0.8787 0.8339 
10 0.8928 0.8975 

 
Based on the results seen in Table 3, the training process of the CNN model combined with Inception 

ResNet v2 shows good performance. The highest accuracy value was recorded in the 5th epoch with an 
accuracy value of 89.72%. This shows that the model with this architecture is able to learn quickly and 
achieve optimal performance in a relatively short time. In addition, the achievement of high accuracy 
in the initial epoch indicates that the model is able to generalize patterns and features from the training 
data effectively. This stable and high accuracy value is important to ensure that the model is not only 
good at remembering training data but is also able to provide accurate predictions on validation data. 
This achievement confirms that the use of Inception ResNet v2, with its complexity and depth, has 
successfully improved the model's ability to recognize and classify various complex features in data. 
Further evaluation and detailed analysis of the model's performance at each epoch can be seen in Table 
3, which provides a complete picture of the accuracy development during the training process. 

To see the visualization of the training results, it can be seen in Figure 5 which presents a graph of 
changes in accuracy and loss values in both training and validation data. This graph provides a clear 
picture of how the model's performance evolves as the epoch increases.  
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Figure 5. Visualization of model training results 

 
In the accuracy graph, we can observe the trend of increasing accuracy values in training and 

validation data over time. Although there was a significant decline, the accuracy value dropped again 
and did not interfere with the model's performance. Continuously increasing accuracy values indicate 
that the model is increasingly able to recognize important patterns and features in the training data, 
while the accuracy trends in the validation data give an indication that the model is able to generalize 
that knowledge to data that has never been seen before. 

In contrast, the loss graph shows a decrease in the loss value in the training and validation data. 
Although there was a significant increase, the loss value fell again and did not interfere with the model's 
performance. A decreasing loss value indicates that the model is getting better at minimizing prediction 
errors. The decrease in the loss value in the training data shows that the model has successfully learned 
from the data effectively, while the decrease in the loss value in the validation data shows that the 
model does not overfitting and still maintains its prediction ability on new data. 

After training the model, the best model will be obtained, namely the model with the highest 
accuracy results, then prepare the testing data for model testing. The results of the model test obtained 
90% accuracy.  

Furthermore, the model that has been trained will be subjected to a prediction test process using 
test data. The results of this prediction test can be seen in Figure 6. 

 

Figure 6. Confusion Matrix of Prediction Test 

Figure 6 is a confusion matrix table of prediction test results that provides a detailed overview of 
the model's performance in classifying various data categories. In Figure 6, it can be seen that the model 
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has done a good job of predicting, which is shown by most of the images that have been successfully 
classified correctly. This shows that the model has a high level of accuracy and is able to identify relevant 
patterns in the data. 

However, there are still some prediction errors that need to be noted. There are 2 images that 
should be included in the Benign category but are predicted to be Malignant. This error may be due to 
the similarity of visual features between the two categories. In addition, there are 8 Malignant images 
that are predicted to be Benign, which shows that the model still needs refinement in detecting the 
distinctive features of the Malignant category. Another error noted was 6 images that should have been 
classified as Normal but were predicted to be Benign, which could be due to variations in the visual 
representation of the Normal imagery. Overall, however, the model has shown good performance in 
classifying data with sufficient accuracy.  

Based on the research that has been conducted, it is found that the use of data augmentation for 
the Inception-ResNet-V2 architecture gets better performance results compared to previous research. 
The research conducted by Badawy et al. obtained an accuracy of 82.93% using Inception Resnet v2 
while this study obtained greater accuracy of 90%, with a difference of 7.07%. 

 
5. Conclusion 

This study discusses the process of developing and evaluating a CNN model that uses the Inception 
ResNet v2 architecture to classify medical images. The data augmentation process is carried out to 
produce data variations to help the model recognize patterns better. The model is trained using CNN 
algorithms and Inception ResNet v2 which provides a solid foundation for complex pattern recognition. 
The highest accuracy value was recorded in the 5th epoch with a score of 89.72%, indicating that the 
model was able to learn and generalize patterns from the training data effectively. After training, the 
model was tested using test data and the results showed 90% accuracy. Overall, this study shows that 
the use of data augmentation and the Inception ResNet v2 architecture provide good performance. The 
use of other pre-trained models can be done to obtain higher accuracy in future studies. 
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