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Abstract  

Detecting abusive language on Twitter is an important step in reducing the 
prevalence of negative content and harassment. This study aims to improve 
the accuracy and effectiveness of abusive language detection on Twitter by 
addressing the limitations of the single model commonly used previously. 
The stacking method is employed by combining Term Frequency-Inverse 
Document Frequency (TF-IDF) as the feature extraction method, along with 
the Naive Bayes and XGBoost algorithms as classification models. Naive 
Bayes is known for its simplicity in handling text classification, while XGBoost 
excels in processing complex data and achieving high accuracy. The 
combination of these two models is expected to improve performance in 
detecting coarse language. The research results show that the proposed 
model outperforms the methods in previous studies, with an accuracy of 
91.91% and an AUC of 96.76%. These findings demonstrate the effectiveness 
of the stacking approach in reducing classification errors in coarse language 
detection. Further research could explore the use of larger datasets or more 
complex models to improve detection accuracy. 

 

 

1. Introduction 

Twitter is a platform that is widely used to exchange messages with fellow users. There are several 
features in Twitter, such as tweets, retweets, handles, hashtags, follow, and search [1]. Tweets are short 
messages with a limit of 140 characters that can contain text, photos, videos, and links [2], while a 
retweet is the act of reposting without any additional content from the user [3]. When at the beginning 
of a user's name the ‘@’ symbol is given to refer to other people or other organizations, it is called a 
handle [3] and when the ‘#’ symbol is followed by one or more words behind it, it is used to group 
tweets based on certain topics called hashtags [4]. The follow feature is used to receive tweet updates 
from accounts that users follow in real-time [1], and the search feature allows users to find tweets or 
content relevant to what they are looking for using keywords or phrases in real-time [1]. 
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In recent years, Twitter has experienced rapid growth and has become it for various types of 
communication, including news sharing, discussions on trending topics, and others. However, Twitter's 
open nature also brings challenges, such as the wide dissemination of information that may include 
offensive language, which can lead to negative content that can adversely affect users.  

Abusive language on Twitter can take many forms, such as insults, profanity, verbal abuse, or hate 
speech. This language is often directed at attacking a person's identity, such as their race, religion, 
gender, sexual orientation, or physical condition [5]. Abusive language not only creates an unhealthy 
communication environment but can also trigger social conflicts, increase psychological pressure on 
victims, and even affect the mental health of users in general. In a broader context, the spread of 
abusive language can also damage the reputation of a community and negatively influence public 
opinion. Therefore, abusive language detection is very important because it helps reduce hate speech 
and harassment on social media platforms. 

Various approaches have been proposed in previous research to address this issue. Some studies 
used traditional machine learning techniques such as Naive Bayes [6], support vector machines (SVM) 
[7], [8], and logistic regression [8] to detect coarse language, and provided quite good performance. 
Although simple and fast, these methods are sometimes suboptimal on complex data. Deep learning 
techniques such as CNNs [9] and Bi-LSTMs [8], [11] have shown better results in some cases, but require 
large computational resources and difficult interpretation [11]. Therefore, ensemble-based approaches 
such as stacking are emerging as a more efficient alternative and can optimize the power of various 
models. 

In this study, we propose a novel approach to detect abusive words on Twitter by applying Term 
Frequency-Inverse Document Frequency (TF-IDF) as a feature extraction method combined with a 
stacking model that integrates XGBoost and Naive Bayes classifiers. This stacking technique utilizes the 
strengths of both models: Naive Bayes is known for its simplicity and effectiveness in handling text 
classification [12], [14], while XGBoost excels in handling complex data and providing accurate 
predictions [14]. By combining these two models, we aim to improve accuracy and robustness in coarse 
language detection. 

The novelty of this research lies in the application of a stacking technique that combines two 
traditional machine learning models by applying TF-IDF for coarse language detection. This approach 
has not been widely explored in previous studies, which usually only use one model, combine two 
simple models, or focus on deep learning methods. The use of a combination of XGBoost and Naive 
Bayes models with TF-IDF as a feature extraction method can provide a more efficient solution. The 
findings of this research are expected to make a significant contribution to the development of abusive 
language detection systems on social media.  

 
2. Method 

This study consists of importing data from Kaggle, preprocess data, feature extraction using TF-
IDF, model building using stacking Naive-Bayes and XGBoost, and model evaluation using accuracy, 
precision, recall, and f1-score. Figure 1 explains the flow of this research. 
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Figure 1. Flowchart of the research 

2.1. Dataset 
The dataset is acquired from Kaggle, where the author used the dataset in this paper [15]. The 

author on Kaggle states that the dataset is a re-uploaded version from the original author on GitHub, 
so all credit goes to the GitHub author [16]. The dataset contains 13 features such as 'Tweet', 'HS', 
'Abusive', 'HS_Individual', 'HS_Group', 'HS_Religion', 'HS_Race', 'HS_Physical', 'HS_Gender', 'HS_Other', 
'HS_Weak', 'HS_Moderate', 'HS_Strong', and 13.169 data. This research uses only 2 features, which are 
‘Tweet’ and ‘Abusive’, to detect abusive words in the dataset. Figure 2 shows the value of each class in 
the ‘Abusive’ column. 
 

 
Figure 2. Data count of each class 
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2.2. Preprocessing Data 
The next stage is data preprocessing, which aims to clean and prepare the data [18]. There are 

several preprocessing stages in this research, namely lowercase, removing punctuation, and 
tokenization. The lowercase stage is a preprocessing stage that changes all letter sizes to small. The 
purpose of lowercase is so that there are no differences due to capitalization. Next is the data cleaning 
process that removes all characters, such as punctuation marks, symbols, and numbers. Then, 
tokenization, where the data is broken down into tokens. After the cleaning process, the remaining 
tokens will be recombined into one sentence. 
 
2.3. TF-IDF Feature Extraction 

Term-Frequency Inverse Document Frequency (TF-IDF) is an algorithm used to evaluate the 
significance of the term or word related to larger corpus of the document [18].  TF-IDF calculated based 
on two things, Term Frequency to assess the importance of a term within document by counting 
appereance of a term in a document or corpus and Inverse Document Frequency, where it assesses the 
significance of a term across the entirety of the document collection by calculating the logarithm of the 
ratio between the total number of documents and the number of documents containing the term [19]. 
Formula (1), (2), (3) are used to calculate the TF-IDF. 

𝑇𝐹  =  
𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 𝑖𝑛 𝑎 𝑤𝑜𝑟𝑑

𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑐𝑜𝑟𝑝𝑢𝑠
(1) 

 

𝐼𝐷𝐹  =   log
𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑐𝑜𝑟𝑝𝑢𝑠

𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑐𝑜𝑟𝑝𝑢𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚
 (2) 

 
𝑇𝐹 − 𝐼𝐷𝐹 =  𝑇𝐹  ×  𝐼𝐷𝐹 (3) 

 
 
2.4. Detection Model Building 

After the data is processed, the next step is to divide the data into 2 sets. 80% training set to 
train the model so that it can “learn” from the data, and 20% test set to evaluate the performance of 
the model after training. Then this training set will train the proposed model of this research. 
 
2.4.1 Naive-Bayes 

A naive Bayes classifier is a probabilistic model that makes predictions based on Bayes' theorem, 
assuming that the features are independent [20]. This study uses Multinomial Naive-Bayes where a 
probabilistic classifier that operates under the assumption that the features of the input data are 
independent of one another. It estimates the probability of each class based on the features [21]. 
Implementation of Naive-Bayes in this study by using Multinomial Naive-Bayes from the sklearn library 
with default hyperparameters. Parameter 𝜃𝑦 is estimated using relative frequency calculation which is 

a refined version of maximum likelihood estimation (MLE). The relative frequency calculation formula 
is mentioned in formula (4). 

 

𝜃̂𝑦𝑖 =
𝑁𝑦𝑖

+ 𝛼

𝑁𝑦 + 𝛼𝑛
(4) 

 
Where 𝑁𝑦𝑖  Is the number of occurrences of feature 𝑖 in samples in class 𝑦 in the training dataset 

T. While 𝑁𝑦, is the total number of 𝑁𝑦𝑖  For class 𝑦. To avoid zero probabilities that can cause problems 

in the model, a smoothing prior 𝛼 ≥ 0 is used in the model. There are 2 types of smoothing, Laplace 
smoothing when 𝛼 = 1 and Lidstone smoothing when 𝛼 < 1. 

 
2.4.2. XGBoost 

XGBoost was developed by Chen and Guestrin in 2016 [22] to advance the GB algorithm. This 
was achieved by incorporating several additional features, including regularisation and tree pruning, 
which mitigate overfitting [23]. XGBoost Implementation in this study uses XGBClassifier from the 
XGBoost library. The hyperparameter is then tuned using RandomizedSearchCV with the 
hyperparameters listed in Table 1. 
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Table 1. Hyperparameter list for XGBoost 

Hyperparameter Value List 

n_estimators 100, 200, 300 

max_depth 3, 4, 5 

learning_rate 0.01, 0.1, 0.3 

reg_alpha 0.01, 0.1, 1 

Reg_lambda 0.01, 0.1, 1 

 
2.4.3. Stacking 

Stacking is an ensemble method where the outputs of many classifiers are used to create a meta-
classifier for final classification [25]. This method works by combining 2 or more models into one meta-
classifier to improve model prediction [26]. Stacking is used to reduce misclassification by combining 
many classifiers into one meta-classifier model, so as to improve prediction accuracy [27]. Stacking in 
this study is implemented using StackingClassifier from the sklearn library. The estimators included in 
StackingClassifier are the Naive-Bayes model and the XGBoost model. Before stacking, the prediction 
results from the XGBoost model were optimised using RandomisedSearchCV to search for parameters 
randomly and effectively. Logistic regression was used as the final estimator to prevent overfitting [28]. 
The stacking method of ensemble learning in this study can be seen in Figure 3. 

 
 

Figure 3. Flowchart of the stacking method 
 

2.5. Model Evaluation 
The model will be evaluated using 3 3-step Stratified Cross-validation. Metrics used to evaluate 

the model are accuracy, precision, recall, and F1-score are mentioned in formulas (5), (6), (7), (8), (9), 
and (10). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  =  
𝑇𝑃  +  𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
(5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(7) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒  =  2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  +  𝑅𝑒𝑐𝑎𝑙𝑙)
(8) 
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𝑇𝑃𝑅  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(9) 

 

𝐹𝑃𝑅  =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
(10) 

 
 

Where 𝑇𝑃 is True Positive, where the model correctly predicts the positive class. 𝑇𝑁 is True 
Negative, where the model correctly predicts the negative class. 𝐹𝑃 is False Positive, where the model 
incorrectly predicts the positive class when the actual class is negative, 𝐹𝑁 is False Negative, the model 
incorrectly predicts the negative class when the actual class is positive. 𝑇𝑃𝑅  and 𝐹𝑃𝑅 are used to plot 
the Receiver Operating Characteristic (ROC). 

 
3. Results and Discussion 

The results of this research are in the form of a confusion matrix and a classification report. A 
confusion matrix is used to find out how well the model can distinguish between classes and the 
possibility of the model making mistakes by displaying the number of true positives, false positives, true 
negatives, and false negatives. Figure 4 shows the confusion matrix of the model. 
 

 
Figure 4. Confusion matrix 

 
Figure 4 above shows that the True Positive 839 data are actually “Abusive” and correctly classified 

by the model as “Abusive”. False Positive, there are 64 data points that are actually “Not Abusive” but 
wrongly classified by the model as “Abusive”. True Negative: 1582 data points are actually “Not 
Abusive” and have been correctly classified by the model as “Not Abusive”. Then False Negative there 
are 149 data points that are actually “Rough” but have been misclassified by the model as “Not Rough”. 
In the True Positive (TP) and True Negative (TN) sections, there are high numbers. This shows that the 
model has an overall good performance. However, the False Positive (FP) and False Negative (FN) 
sections show that the model still makes mistakes. This matrix illustrates that the model can distinguish 
between the “Abusive” and “Non-Abusive” classes. 
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In line with the confusion matrix, the Stacking Model successfully classified the test data with high 
accuracy. Based on the evaluation results, the model misclassified some class 1 data as class 0, where 
class 1 has a recall of 84.92%. The classification report of this model is shown in Table 2. 
 

Table 2. Classification report 

 Precision recall F1-score support 

0 (non-abusive) 91.39% 96.11% 93.69% 1646 

1 (abusive) 92.91% 84.92% 88.74% 988 

Accuracy   91.91% 2634 

Macro avg 92.15% 90.52% 91.21% 2634 

Weighted avg 91.96% 91.91% 91.83% 2634 

  
Figure 5 shows the Receiver Operating Characteristic (ROC) curve of the Stacking Classifier model 

prediction results. This ROC curve helps in illustrating the performance of the model at various 
classification thresholds, where the threshold can determine whether the data is classified as a positive 
or negative class. If the area under the curve ROC (AUC) is close to 1, then the model has a good 
performance in class classification [28]. 

 

 
Figure 5. Receiver operating characteristics (ROC) 

 
The model is reliable for classification tasks as it can reduce both positive and negative class 

misidentification with an AUC of 96.76%. The Stacking Classifier achieves consistent performance in 
complex classification problems. The results obtained in this study using the Stacking model will be 
compared with previous research models. The model comparison is shown in Table 3. 
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Table 3. Comparison with previous research 

Author Method Accuracy F1-score AUC 

Reinaldo Yosafat, et al [30] CNN 91.31% 91.31% - 
Rahmat Hendrawan, et al [31] RFDT 82.36% - - 
Muhammad Razi Mahardika, 
et al [32] 

BERT 88% - 96% 

Proposed Method Stacking Classifier 91.91% 93.69% 96.76% 

 
In research [30] and [31] used the same dataset was used but with different methods. Penelitian 

oleh Reinaldo Yosafat dkk menggunakan CNN yang mencapai akurasi dan skor F1 sebesar 91,31%. 
Penelitian oleh Hendrawan dkk mengusulkan Random Forest Decision Tree (RFDT) yang mencapai 
akurasi sebesar 82,36%. Another study conducted by Muhammad Razi Mahardika, et al, using BERT 
achieved an accuracy of 88% and an AUC of 96%. Meanwhile, this study proposes the use of Stacking 
classification, which combines Naive Bayes and XGBoost to produce an accuracy of 91.91% and an AUC 
of 96.76%. The accuracy results obtained show that this Stacking model has better prediction 
capabilities compared to models in previous studies. 

 
4. Conclusion 

The aim of this research, described in the Introduction, has been to successfully detect abusive 
language on Twitter with a Stacking approach that combines TF-IDF, XGBoost, and Naive Bayes. The 
results in this study show that the proposed model excels with an accuracy of 91.91% and an AUC of 
96.76%, surpassing previous methods. This shows that the combination of both models improves 
accuracy and reduces classification errors. In further development, the model can be tested with a 
larger and more diverse dataset or with other social media platforms. In addition, trying different types 
of more sophisticated models can improve the accuracy of detection and prediction results in abusive 
language detection. 
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