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Abstract 

In strategic human resource management, one of the most critical 
issues to focus on is the correct selection and placement of people. 
Within the confines of this framework, the reason for the study that 
was conducted was to explore the machine learning approaches that 
proved to be the most effective in assisting with the recruitment of 
personnel and the assessment of their positions. To accomplish this 
goal, a in a series of tests involving workers in the public sector, 
categorization algorithms were used. The purpose of these tests was to 
determine which employees would be the ideal fit in which 
workstations and to determine how workers should be distributed. For 
supporting the decision support system, an algorithm model was 
created. Used in the process of recruiting and evaluating potential 
workers based on the results of the tests that were given. The most 
important results of this study support the idea that using the People's 
Evaluation for Recruitment and Promotion Algorithm Model (EERPAM) 
would make hiring and promoting people in a company fairer. 

 

 

1. Introduction 

According to Becker and Huselid [1], the theory of strategic human resources (HR) management is 
predicated on the notion that human capital is a strategic asset that produces competitive advantages. 
Because of this, all HR procedures that are related in any way need to be established on defensible and 
accurate decision-making mechanisms to optimize the workers' potential for innovation and creativity. 
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In this model, it is necessary to have an accurate and up-to-date overview of the requisite qualifications 
to correctly pick and distribute individuals. This is a requirement for the right selection of personnel. 
This is done in order to create long-term advantages for businesses [2], [3]. The true advantage that 
long-term successful firms possess is their ability to put the appropriate individuals in the appropriate 
roles [4]. The technology of computer science may be an instrumental strategic tool for efficient 
management. A mechanism for tracking resources, often known as an HRIS, can collect, store, manage, 
process, examine, retrieve, and disseminate all the data and information on an organization's human 
resources that was calculated in the processes that came before it [5]. In addition to technology and 
software, the Human Resources Information System (HRIS) is made up of employees, forms, rules, and 
procedures, but data is what matters most. The term "artificial intelligence," or AI, refers to the capacity 
of computers and other electronic devices to correctly interpret information received from the outside 
world [6], to gain knowledge from that information and to apply that knowledge to accomplish 
predetermined objectives and chores in a flexible and adaptable manner. Adaption [6], [7] conducted 
a poll that was connected to this topic and discovered that 78% of managers say they will believe AI 
recommendations in deciding. 

It is extremely important for the strategic management of human resources. To have the capacity 
to accurately forecast the optimal way in which human resources may be matched to suitable jobs. This 
piece of study aims to foresee the right selection and placement of human resources in the public sector 
using machine-learning algorithms. That is a very new subject of research. The creation of a framework 
that is based on machine learning algorithms is the primary contribution made by this research. This 
framework will give a dependable tool for recruitment selection as well as assessment for optimal 
placement and promotion of personnel. This application will assist departments that deal with human 
resources in making choices that are accurate and impartial about the distribution of personnel. 

The following is the structure of the paper: Studies that employed machine learning for selecting 
Section 2 of this text analyzes and discusses human resources. In Section 3, we provide the research 
approach that was used for the experiment. Many techniques for machine learning are described in 
Section 4 contrasted with one another, and measurements of model performance are discussed, with 
the goal of determining which approach yields the optimal results in terms of matching workers with 
the suitable roles [8]. In the fifth section, complete findings and discussion are shown, and the model 
that achieves the highest level of overall performance is suggested. Section 6 offers conclusions and 
suggestions for additional research. 

 
2. Method 
 
 The study's initial objective was to find the best algorithm to help with selection and promotion 
decisions based on employees' performance reviews. A primary quantitative survey was performed 
with the help of a two-part questionnaire to achieve this end. First, we set out to define what qualities 
an Executive Director, Department Head, Entry-Level Employee (a role that anyone in the company 
could theoretically take on), and Mid-Level Employee (a role that requires some level of experience) 
should have (senior employees). The second stage was an attempt to catalog the skills and credentials 
of people currently employed. When developing the questionnaire, we followed the same guidelines 
as the Supreme Staff Selection Board, the Greek government agency in charge of hiring new public 
servants. In order to validate the questionnaire's ability to measure the targeted variables, researchers 
ran a series of tests on it [2], [9]. provided a framework for informing the research instrument's design 
strategy, which prioritized simplicity, accuracy, clarity, feasibility, and construct coherence. Validation 
in this instance was predicated on a plan that included a wide range of statistical tools and approaches 
[10]:  
1) The Cronbach's alpha coefficient (which reached a value higher than 0.7), 
2) Using techniques like EFA (Exploratory Factor Analysis) and 
3) Confirmation for Factor Analysis (CFA). 
 
2.1. Collecting Information and Having Qualified Staff 
2.1.1. Information Gathering and Analysis 
The dataset was compiled from responses to a survey administered to public sector workers in Greece 
and includes information about their education and experience. The employees in the sample came 
from a wide range of educational backgrounds and professional fields, including agriculture engineers, 
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mechanical engineers, computer engineers, administration officers, etc. Information in question, in 
particular: 

• Education at the university or technical institute degree level. Degree value: the grade received in 

the basic degree title.  

• Master of Science Degree Holders: MSc Diploma, Relevant to Employment.  

• PhD holders: PhD diploma, applicable to position.  

• Have completed the National Academy of Public Administration program. 

• The number of seminars attended in the past decade.  

• Certification in Computer Competence.  

• The sum of all an employee's years of professional experience. 

• Extensive senior-level experience. 

• Interview performance: the grade candidates received during the selection process.   

• Committee membership: the percentage of employees who were active members of at least one 

committee.  

• Number of published research articles by staff members; this relates to the preceding point.  

• Where exactly do workers fall on the organizational chart? (Director, Head of Department, new or 

senior employee). 

 

2.1.2. Simulation of Employee’s Qualifications to Job Specification 

Figure 1.  The conceptual experimental framework of the performed tests 

The information that was gathered pertains to the primary classifications of jobs in the public sector, 
namely those of Manager, Division Chief, Staff Member A, and Staff Member B. A candidate may enter 
a corporation and take over the entry-level, most fundamental role known as Employee A. The positions 
that follow Employee A are Position B Employee, Department Head, and Director, respectively. 
According to the job criteria, the following are the abilities that are taken into consideration for these 
roles, whether they be needed or desirable: 

1) Qualifications for the position of director include a bachelor's degree, the value of that degree, 
a master's degree, a doctoral degree (preferred), a national school for public administration 
(preferred), the number of seminars attended, fluency in European languages, an average 
evaluation score, years of experience, years in a position of authority, a score from an 
interview, evidence of group work and committee participation, a sample of research, and 
proof of computer literacy. 2) Manager: Bachelor's degree, total credits earned, Master's 
degree, Doctorate degree (preferred), National School for Public Administration (preferred), 
number of years of experience in the field. 

2) For the position of Head of Department: Bachelor's degree, value of master’s degree, PhD 
degree, national school for public administration, number of seminars, familiarity with 
European languages, mean score on performance reviews, years of experience, years in a 
position of authority (preferred), interview score, participation in teamwork.   

3) The education level, degree value, number of master's and doctoral degrees held by Employee 
A (both of which are highly desirable), attendance at the national school for public 
administration (also highly desirable), number of seminars attended, proficiency in European 
languages (also highly desirable), years of experience (also highly desirable), and computer 
certification. 4) Qualifications for Staff Member B include a bachelor’s degree, a Degree Value, 
a master’s degree (preferred), and a Doctorate Degree (desirable). 
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4) The education level of Employee B, as well as the degree value, the master's degree 
(preferred), the doctorate (preferred), the national school for public administration 
(preferred), the number of seminars, the knowledge of European languages, the years of 
experience (preferred), and the computer certification. 5) The educational history of Employee 
A, including the greatest level of education that they have obtained, the value of their degrees, 
and whether they have attended any master's programs, doctorate programs, national schools 
for public administration, or seminars. 

 
2.2. Preparation of a Data Base 
2.2.1 Data Import 
The database was constructed using the data imported from a spreadsheet created in Microsoft Excel. 
After conducting a first cycle of assessment in which the qualifications of workers were compared to 
the role specification, we selected 1010 cases that had a good match for them to serve as a genuine 
training set. The characteristics (traits) of the datasets were created by the needed and desired 
qualifications that constituted the necessary and preferred traits that defined employee profiles. 
 
2.2.2 Questionnaire Evaluation 
Questionnaire Evaluation as well as the Assignment of Weights to Selected Criteria In the first section 
of the survey, responses were solicited from employees about several different categories. The 
weighting factors were determined based on the means of their responses. We have received 196 
complete responses, which is enough for conducting trustworthy statistical operations. The relative 
importance of the coefficients varied depending on a place (Director, Head of department and 
employees’ positions). After that, each coefficient was given a standard value [11]. 
 
2.2.3 Total Score Calculation 
A linear model was used to determine the total score for each employee. In this concept, workers are 
evaluated based on a combination of their individual skills and the role-specific weighting component. 
Then, all the data was exported to a CSV (Comma Separated Values) file so that it could be processed 
later. 
 
2.3. The Actual Application of Machine Learning 
For forecasting, the degree of compatibility between the capabilities of the workers and the job profile 
supervised machine learning schemata were used. Classifiers were trained on workers' data to provide 
accurate predictions about the degree to which people and positions are a good fit for one another 
[12]. The worker's information was encoded as a vector of feature values. The characteristics, in 
addition to the overall score that was accomplished by each worker, constituted the inputs. The kind 
of position, which may be any one of the four primary positions, was chosen as the output [12]. 
 
2.4. Classification of Machine Learning Algorithm 
We narrowed the field of potential classification algorithms by selecting a subset of those that were 
accessible from the larger pool based on the following criteria: 
1)Performance in forecasting, which refers to the capacity the ability of the system to precisely identify 

the position given the input parameters; 2) Models explain ability: this refers to the capacity of a human 
domain expert (often one working in the field of human resources) to comprehend the factors that 
contributed to the system's decision to provide a certain forecast rather than another [13]. 3) Using the 
criteria, this research identified four classification algorithms as the most effective among many other 
possible algorithms with different theoretical backgrounds, such as statistics, neurobiology, kernel 
functions, etc. Researchers in the field of machine learning also widely recognize these algorithms [14]. 

The J48 procedure induces decision trees. C4.5 was its original designation [15]. With the data 
provided, the C4.5 algorithm constructs a decision tree. Gained by analyzing the properties of the 
dataset that is currently available for training. Every time the process is repeated, the property or 
characteristics are selected whose values best distinguish the training examples based on their class 
name (training cycle) [16]. After there are no more qualities to investigate by the algorithm or when all 
the training instances have been segregated to a suitable level, it will terminate. In addition to this, J48 
contains two distinct approaches to tree trimming: a) Subtree replacement is an operation that, when 
a particular subtree does not contribute to improved classification accuracy [17], makes a leaf the 
replacement for a node in a decision tree that corresponds to that node. The process of pruning begins 
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at the uppermost leaves of the newly formed tree and works its way downward toward the tree's base. 
b) Subtree raising is the process of moving a node closer to the root of the tree, during which it may 
replace other nodes [18]. The vast majority of the time, the decision tree models are not significantly 
impacted by this kind of pruning [19]. 
1) Replaces a node in a decision tree with a leaf r. During each iteration of the algorithm, a decision 

tree is generated from a subset of the characteristics that are chosen at random [20]. Multiple 
decision trees are traversed using the input vector as a guide. The total number of iterations has 
already been decided upon. The overall error in categorization is equal to the meaning of the errors 
across all the iterations. To classify a new item from an input vector, multiple classification trees are 
created, and the output from each tree is used to create a final classification [21]. This allows 
Random Forest to classify a new object more accurately than the decision tree classifier [22]. The 
forest will choose the category that received the most positive comments and votes [23]. They are 
often able to attain great levels of performance. Additionally, despite the fact that the final trained 
model is capable of learning intricate connections, training results in easily understandable decision 
thresholds [15]. 

2) The Naive Bayes algorithm is a conditionally independent probabilistic classifier [24]. That is, the 
algorithm takes for granted that a feature's presence within the dataset does not depend on the 
presence of any other features outside of that feature's class value [25]. Although this assumption 
lacks empirical backing, it has been proven useful in solving a variety of classification problems. The 
ease with which it can be written, the speed with which it can produce predictions, and the fact that 
it can simplify challenges associated with predictive modeling all contribute to Naive Bayes’ strong 
record of accomplishment of success [26]. This method just requires a little quantity of training data 
to establish the classification parameters that are essential. Because the variables in question are 
assumed independent of one another, it is not necessary to estimate the full covariance matrix; 
rather, one should simply determine the variable differentiation for each category [27]. 

3) Training support vector machines with Sequential Minimal Optimization (SMO) is an advanced 
method. A huge quadratic programming (QP) optimization issue is broken down into several smaller 
problems by it [28]. SMO works its way through each stage by solving the lowest possible 
optimization challenge [29]. Instead of running a complete library QP method, the inner loop of the 
algorithm is stated in a minimal amount of C code. This makes the process more efficient. Even if 
more optimization sub-problems are addressed, the overall QP issue is solved in a very short amount 
of time since each sub-problem can be handled in such a short amount of time (Platt, 1998). For 
training a support vector classifier, SMO employs the sequential minimum optimization approach, 
making use of polynomial or Gaussian kernels [30]. 
It is important to note that many alternative algorithms, including MLP, KStar, and AdaBoost, were 

tested on our dataset to determine their accuracy and ability to forecast outcomes, however the results 
were insufficient.  

A model that uses machine learning requires inputs before it can provide predictions. During our 
investigation, data on the credentials of 1010 workers were submitted. Our dataset included forty-eight 
(48) Employees A. As of this writing, there are 35 Directors and 721 Employees B. Likewise, there were 
206 Department Heads working there. Figure 2 illustrates the proportion of each place in the training 
dataset that represents the class balance. 
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Figure 2. Chart showing the frequency of occurrence of class labels 

 
Attribute categorization was built on decision trees. Bayesian algorithms (Naive Bayes) and support 

vector machines to create a new framework for human resource selection, placement, and 
management show in Figure 3. 

 
Figure 3. Analyzing the patterns that emerged from our experiment 

 
The goal of a classifier is to develop a model for predicting the value of each class in a dataset it has 

never seen before (the test set), based on the available training data. To evaluate a model's capacity 
for generalization, it is necessary to calculate the typical level of danger posed by the whole collection 
of data points [31]. Since this cannot be done in real-world applications, we must count the risk using a 
test set to get an accurate estimate [32]. Selection of models based on their performance on a single 
test set after having been trained.   

This happens when the model's behavior changes because of training in an attempt to precisely 
forecast all of the instances that it was trained on, but it fails when it is given new examples to learn 
from. This is an example of not adequately avoiding the risk of overfitting, which occurs when the 
model's behavior changes because of training. K-fold cross-validation, often known as CV, is one 
method that may be used in line with the recommendations for best practices in order to get a more 
accurate evaluation of the empirical risk [33].  

Within the context of our primary experiments, we executed the required meta-learning modules 
in order to improve the performance of the algorithms. Because of this, we were forced to choose 
either the values that are preset as the default or the values that are automatically presented as the 



7 

 

parameter values. The term "optimization" refers to the process of improving the algorithm 
classification's accuracy, estimated errors (particularly root mean square error), and overall 
performance [34]. It is important to point out; the default parameters of each method trumped any 
other permutation under some conditions, though. This is to be anticipated, as these parameters have 
been honed through experimentation with a huge collection of datasets provided by WEKA 
contributors. WEKA's Cross-Validation parameters selection meta-learner just marginally 
outperformed the competition for the J48 technique. 

Fails to adequately guard against overfitting, which occurs when a trained model improperly 
modifies its output to precisely forecast all of the instances that it was trained on, but it fails when it is 
given new examples to learn. In accordance with the recommendations for best practices, k-fold cross-
validation (CV) may be used to get a more precise assessment of the empirical risk [33]. 

3. Results and Discussion 

The 10-fold cross-validation training strategy was the one that we used for the initial set of tests that 
we did. With the use of this technique, we won't have to go through the complete dataset each time; 
rather, we may train and test separately on n different subsets of the data that is readily accessible 
(each time the test set is one of the parts and the training set consists of the rest of the data). The 
average test risk may be a good approximation of the real generalization capability of the tested 
method, particularly when the complete cross-validation procedure is repeated (each time with a new 
data split), and n is adequately selected [35]. In addition, one may use the average test risk as a proxy 
for the tested algorithm's genuine generalization capabilities [33]. As part of our experiments, we 
randomly split the main sample into 10 smaller samples. Every 10 subsamples, only one was kept aside 
for model validation while the other 9 were used for model training [36]. Next, cross-validation was 
performed 10 times, with each of the 10 subsamples being used just once per round. The aggregated 
data from all 10 investigations was averaged. For the most part, we sent all of the training data into the 
following learning algorithms and let them figure out how to create a mapping between the inputs and 
the output class label that minimizes the prediction error. This allowed us to develop a model that was 
more accurate than our previous model. 

3.1. Decision Trees 
The primary applications of decision trees in our work are categorization and scenario planning [37]. 
They are shown by the rules IF-THEN-ELSE, beginning at the trunk of the tree and progressing all the 
way up to the branches and leaves. The aspects of the issue that have been analyzed are represented 
as nodes along the tree. Logical conditions are used to characterize individual tree aspects, which are 
referred to as nodes [38]. The names of the features are what give the nodes of a tree their identity, 
while the alternative values that a feature might have been what give the edges their names, and the 
various classes are what give the leaves their names. 
 
3.1.1 The Classification Outcomes of the J48 Algorithm 
The essential optimal parameters that are utilized for the J48 method that requires subtrees and pruned 
branches are shown in Table 1. The nature of our data led us to conclude that these parameters fulfilled 
our expectations; therefore, we may consider them satisfactory. 

Results from the J48 classification are shown in Figure 4, and they include the accuracy and recall of 
training (learning). This algorithm led to the formation of four classes that correspond to the four 
primary categories of employment rolls. The best findings that were recovered were for the job of 
Director, which reached 1.0 for recall. Head of Department and Employee B both had excellent 
calculations (above 0.95) for the post.  

The recall performance of Employee A was good, coming in at 0.85. The accuracy of the genuine 
predicted values was rather good, and in every instance, it was at least 0.94. According to the output 
of the J48 classifier, there were 979 instances that were correctly classified and 31 instances that were 
incorrectly classified. The incorrectly classified instances concerned employees at the there was a 
gradational void between B-level workers and A-level workers and the department head.  
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The RMSE and MAE both measured in at 0.1173 (root mean squared error) and 0.0244 (mean 
absolute error). For the purposes of prediction, having a high recall is very helpful. According to our 
investigations, it was extremely high for the positions of Management Team: Director, Department 
Head, and Employee B, but it was adequate for Employee A. This method is believed to be particularly 
beneficial for the purposes of classification and prediction since it has a high level of accuracy. A human 
specialist has deemed this algorithm appropriate for use in the interpretation of the forecasting 
process. 

Figure 4. Precision and recall for J48 classification algorithm 
 

Table 1. J48 algorithm parameter values 

Binary Splits False 

Confidence Factor 0.1 

Minimum instances per leaf 3 

Reduced Error Pruning False 

Subtree Raising True 

Pruned  True True 

Laplace Smoothing False 

 
 Figure 5 shows the J48 tree, which indicates that overall score and years of experience in authority 
are the two most essential factors in determining an applicant's suitability for a job. The system 
prioritized the overall score above all other factors. The algorithm predicted that a total score of >0.6825 
would be able to differentiate between the Director position and the Employee A position (0.2474), 
While Employee B's prior management experience helps set him apart from the department head, so 
does Employee A's. In cases where the number of years in authority is greater than zero, the total score 
proved to be a reliable criterion, while in cases where the number of years in authority is zero, the total 
score proved to be unsafe. When the number of authority years is greater than two, the total score and 
authority years together may be able to tell the two groups apart (positions). Overall performance 
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evaluations are crucial in determining who gets the job. The developed model achieved a 96.93% 
accuracy rate. 

 
Figure 5. The J48 classifier made the tree 

3.1.2 Algorithm for Random Classification Outcomes 
The Random Forest algorithm's baseline settings are tabulated in Table 2 (the WEKA defaults were 
deemed adequate in this case). 
 

Table 2. Random Forest parameter values 

Deepest Possible Unlimited 

Extent of characteristics 0 
Quantity of trees to be produced 100 

Seed 1 

The training results for Random Forest classification (precision and recall) are shown in Figure 6. The 
recall was also high for all classes (positions), but only for the Head of department and Employee B, 
while the other two classes had recalls of about 0.80. Due to low recall values, its predictive power was 
diminished for two classes. Because of its effective differentiation of roles, this classifier successfully 
classified 960 examples. Fifty cases were misclassified, including seven directors, eighteen department 
heads, sixteen B employees, and nine employees. Accuracy of the built model was 95.04%, with a mean 
absolute error of 0.0559 and a root mean squared error of 0.1465. 
 

Figure 6. Visual representation of the random forest classification algorithm's recall and accuracy 
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3.2. Applications of Bayesian Algorithms 
Classification using Bayes’ theorem is a time-tested and popular machine learning strategy [39]. The 
theory behind it is to determine the likelihood of an occurrence by examining the likelihood of a previous 
occurrence. The purpose of a Bayesian classifier is not to calculate the probability of each conceivable 
label, but rather to select the class that is most likely to be correct [40]. 

3.2.1. Classification Outcomes of the Naïve Bayes Algorithm 

The Nave Bayes algorithm's default settings are shown in Table 3. 
 

Table 3. Values of the Nave Bayes Parameter 

Parameter Action values 

Implement a Kernel Estimator No 

Make use of discretization in the presence of a supervisor No 

Optimal thresholding No 

 
Training results for a selected NB algorithm are shown for classification (precision and recall) in 

Figure 7. Almost all classes (positions) have a precision greater than 0.85, with the exception of 
Employee a. (0.712). Employee B was the most productive, bringing in the most money (0.982). 
Director's recall was 1.0, which is very good. Employee A was the only one who scored below a recall 
value of 0.9. (0.875). Because of its excellent recall values, this algorithm also has satisfactory prediction 
capability. With 941 cases accurately categorized, this classification method successfully differentiated 
between positions. The mean absolute error (MAE) was 0.0401 and the root mean squared error 
(RMSE) was 0.1692, while accuracy of classification estimations reached 92.9960%. 
 

Figure 7. Naive Bayes (NB) classification method accuracy and recall 

3.3. SVD, or Support Vector Machines 
Boser first proposed supporting vector machines (SVM) for addressing classification and regression 
challenges [41]. Classification issues may give rise to models with variable decision margins, depending 
on the parameters that are used in the analysis. It is possible to have a margin that is either linear or 
non-linear [42]. According to Scholkopf a linear support vector machine, also known as an SVM, is a 
hyperplane that divides a training set into two groups [43], [44]. The objective of this type of SVM is to 
increase the margin in the region of characteristics, which is measured by the distance of the 
hyperplane from the nearest positive or negative examples [45]. Because margins optimization deals 
with the appropriate location of the margins, complexity in the margins does not influence 
generalization. Support vector machines lower the empirical risk for problems involving classification 
and regression [33]. 

3.3.1. The Results of Classification Carried Out Using the SMO Algorithm 
The main parameters of the SMO algorithm are shown in Table 4, along with their default defaults 
(default values of WEKA). Figure 8 presents the classification training results obtained with the SMO 
algorithm. These findings include recall and precision. Again, accuracy was rather good (varying from 
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0.82 for Employee A to 0.93 for the Director and Employee B), and recall was more than 0.70 for all 
employees (it was low reaching only 0.48). The performance that SMO turned in about Employee A's 
capacity for remembering and prediction was below average. 934 occurrences were effectively 
categorized, suggesting that the categorization procedure was successful. The accuracy of the created 
model was 92.47%, with a root mean squared error of 0.3221 and a mean absolute error of 0.2565. 
 

Table 4. SMO parameter values 

Parameters Value 

Complexity parameter 1.0 

Round-off error 1.0E−12 

Filter Type Normalize training data 

Kernel Poly Kernel (exp. 1.0) 

Random seed for cross validation 1 

Tolerance parameter 0.001 
 

 
Figure 8. Precision and Recall for SMO classification algorithm 

3.4. Summary of Experimental Findings and Analysis 
This study makes use of supervised machine learning techniques, such as decision trees, support vector 
machines, and Bayesian algorithms, to look into the future and predict how human resources should 
be distributed in the best possible way. A general-purpose ability model-learning framework was used 
to ascertain which place was the most suitable for each method. This framework combined both 
observable factors and hidden patterns ingrained in the employees' official qualifications to assist 
learning from many perspectives. No matter the algorithm used to categorize data, there were only 
four groups that adequately reflected the whole range of possible roles in an organization with a cross-
validation sample size of 10, the mean accuracy of classification was 97.03% for J48, 95.04% for Random 
Forest, 93.16% for Nave Bayes, and 92.41% for SMO. It was determined that algorithm J48 had the least 
amount of error while estimating errors. The accuracy measures of MAE = 0.0244 and RMSE = 0.1173 
were obtained. Given these results, the J48 algorithm has the potential to outperform competing 
prediction methods. SMO was found to have the greatest MAE and RMSE (0.2561 and 0.3221 
respectively). While SVM has been shown to beat base classifiers in a few earlier studies, this was not 
the case for us. The longer training times and reduced performance after trying out various kernels and 
regularization parameters both pointed to the fact that an excessive amount of the training data was 
converted into support vectors. The best classifier for a given job is itself task-dependent, and the no 
free lunch theorem states that no classifier system is inherently superior to the others.  

Due to its consolidation of the previously mentioned recall and accuracy metrics, the F-Measure 
gives a comprehensive evaluation of the models. Its F-Measure is the harmonic mean of its recall and 
accuracy measures [46]. Results from the F-Measure classification using the primary machine learning 
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methods are shown in Figure 9. The Algorithm, with the Random Forest and Naive Bayes methods 
coming in a close second and third, respectively, maximizes accuracy and recall. However, SMO has the 
lowest recall values of all the algorithms and so gives the worst outcomes. Based on our findings, J48 
provides classification that is more precise and, by extension, more precise calculations of appropriate 
job positions. Random Forest comes in second. Comparing the parameters of the various rest 
algorithms, I found them all to be suitable (but with lower pairing accuracy). 

 

Figure 9. The F-measure for the J48, Random Forest, Naive Bayes, and SMO algorithms 

A variety of different approaches, as was said, were also investigated. We put a lot of effort into 
developing neural networks, particularly the Multilayer Perceptron (MLP). Although the other 
algorithms performed better, the F-Measure value lagged at 0.8822, making it the worst performer. 
This was mostly because of the especially low recall values for the instance of the Head of Department 
post (0.625), which was a major problem. When compared to other algorithms, its mean recall of 0.844 
indicates that it has relatively weak prediction accuracy. In comparison to Naive Bayes and SMO, the 
accuracy was satisfactory (around 0.93), but it lagged behind J48 and was on par with Random Forest. 
However, we did not provide extensive details about Multilayer Perceptron's performance because it 
lagged tree-based algorithms in our experiment in terms of predictive ability. Another difficulty is that 
MLP makes predictions in a "black box" fashion, meaning that after making a forecast, no information 
is offered to a human expert to help them determine the underlying reasons that were used to make 
the prediction.  

In similar experiments, Using decision trees and the CHAID classifier algorithm developed for 
machine learning, Chien and Chen attempted to establish some principles for the objective selection of 
the most qualified candidates for employment in the high-technology sector [47]. They confidently 
(63%-96%) classified five groups of jobs (job or work description) according to shared characteristics 
and requirements. Successful classification of HR strategies for selecting new employees using the 
Naive Bayes algorithm is the subject of another recent article [48]. The work seems to have rather low 
levels of effectiveness and precision. Using HR data and job titles, Varshney et al. (2014), working with 
data from IBM salespeople, reported accuracy of roughly 80%. (The main attributes). Depending on the 
algorithm and the parameters, [49] found an accuracy anywhere from 60% to 80%. Up until now, every 
single study has been funded by the commercial sector. 

Our research indicates an individual's total score, which accounts for all his or her qualifications. In 
combination with the requirements of the job description, is the best predictor of whether they will be 
successful in either being selected for a position of authority (higher) or being recruited. Total employee 
score in relation to prior experience in such positions is the most essential attribute for promotion 
considerations [50]. Is the sum score based on employees' qualifications related to the current work 
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used for selection and recruitment? To conserve materials and aid the decision-support mechanism, 
we propose a method of quickly and accurately assigning personnel to specific positions. 

Our experimental results showed that all the classifiers we tested had a precision of over 0.9, but 
that J48 had the highest F-measure (which combines precision and good pairing) of the bunch at over 
0.90. For J48, we saw a similarly high rate of accuracy (97%) in our classifications. J48 also significantly 
reduces the time required to construct the model (only 0.01 seconds). As a result, we recommend using 
the J48 method to construct the Employees' Evaluation for Recruitment and Promotion Algorithm 
Model (EERPAM), which is the recommended solution. J48 exhibited very promising categorization 
findings and great prediction capacity about the goals of personnel selection and reallocation. We 
successfully categorized the 1010 workers into four classes (job roles) using high precision, pairing, and 
accuracy, and we made predictions for future people selection based on those forecasts. When 
compared to prior studies on the use of machine learning for personnel selection, ours proved to be 
more accurate and predictive[51][49]. Our proposed learning-based methodology has real-world 
application since it can forecast the best candidates for open positions and then place them in those 
positions based on their formal qualifications and the requirements of the job description. 

4. Conclusion 

This study was carried out in the public sector as part of an innovative strategy for the selection and 
placement of government workers. Each of the four was given bounds by the proposed machine-
learning model. Primary locations, which resulted in a classification prediction accuracy of more than 
90 percent, allowing for improved candidate placement and compatibility. The most significant 
conclusion that emerged from our investigation was the fact that machine learning can precisely predict 
which workers would be assigned to which positions. As a result, HR departments will have a reliable 
tool for assessing employees and making fair choices about where to place them and whether to 
promote them. The proposed strategy can serve as a blueprint for personnel selection, placement 
(vertical and horizontal positioning), and promotion to higher ranks (vertical positioning). One 
limitation of our study was the relatively small size of the sample we used (1010 total occurrences), 
which was made up of graduate staff from universities and technical institutions. From this vantage 
point, the supplied model is probably not suited for workers with a secondary or lower level of graduate 
education. In terms of future avenues for study, we plan to assess the efficacy of the suggested model 
by comparing the results of our projected classes to actual employee data. This will help us identify the 
most qualified applicants for open positions and evaluate their suitability considering the job 
requirements. 
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