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 Over the past few years, the classification of texts has become increasingly 

important. Because knowledge is now available to users through various 

sources namely electronic media, digital media, print media, and many more. 

One of them is the development of so much news every day. LSTM is one of 

the algorithms of deep learning methods that can classify a text. This research 

proves for the LSTM algorithm on the classification of news text sentences. 

The data used is the news text from the Kaggle data center set i.e. aggregator 

news data. The results of the LSTM experiment from 10 epochs obtained with 

an accuracy value of 93,15% on the classification of texts into four categories, 

namely entertainment, bussines, science, and health. 
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1. INTRODUCTION 

Text classification is the process of grouping a text into a specified category. Text categorization of 

the application of the arrangement with the aim of: D x C  {T, F}, D is part of the text and C is the defined 

group of categories [1]. A frequently updated News Site will create a large amount of news information. Text 

classification can be as an alternative to analyzing news texts by defining news types [2], [3]. Text classification 

can also make it easier for readers to obtain news from the large amount of news information available.   

Currently, the process of classifying a text is facilitated by the use of a computer so that it is more 

efficient than done manually. In addition, the use of computers increases efficiency and minimizes errors [4]. 

Nowadays text classification is very popular using machine learning. Many studies have been conducted in 

classifying text using machine learning [5]–[11]. The completion of news text classification has now grown so 

much using various algorithms from machine learning and deep learning [12]–[21]. The use of machine 

learning methods in the application of news text classification includes the Naïve Bayes algorithm [22]–[25], 

TF-IDF [26], [27] and SVD [28]–[30]. As well as the use of deep learning methods among LSTM, CNN, MLP 

algorithms [31]–[34]. 

Based on the reference [35] the application of LSTM, SVM and RF algorithms for classifying LSTM 

Javanese-language text expressions obtained the highest accuracy with 92%. Reference [36] the accuracy result 

from LSTM got 91.9% for social media sentiment analysis. There are deep learning algorithms that can be 
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used to classify news texts. Long Short-Term Memory (LSTM) and Recurrent Neural Network (RNN) 

algorithms are two algorithms of the deep learning method as alternatives commonly used to recognize related 

data [37], [28]. The LSTM algorithm is an upgrade of the RNN algorithm [38]. Because there is a weakness in 

RNN before, there is a weakness, namely the flexibility of RNN memory which cannot predict if a word is 

stored in long-term memory [39], [40]. From these references can be obtained the LSTM algorithm has good 

accuracy in the classification of texts. 

In this study, managing data from Kaggle sources, namely news aggregator data. The data will go 

through a preprocessing process, namely shuffle, one hot encoding and tokenizer. Then the data will be 

classified using the Long Short Term Memory (LSTM) algorithm with sequential layers and adam optimizer.  

This research will classify news into four categories, namely entertainment, bussines, science, and health. 

Testing will be carried out using several epoch counts to get the best accuracy. The accuracy of the model is 

measured using metric accuracy and loss. 

 

2. METHOD 

2.1. Data and data sources 

The managed data is a data set of "news aggregator dataset" obtained from Kaggle. The data was taken from a 

web aggregator between March 10, 2014 and August 10, 2014. The data is a table consisting of 8 columns and 

423,000 rows. The data is seen in Table 1 and Figure 1 as follows. 

 

Table 1. Dataset attributes 

Atribute Description 

ID the numeric ID of the article 

Title the headline of the article 

Url the URL of the article 

Publisher the publisher of the article 
Category the category of the news item; 

one of: 

-- b : business 

-- t : science and technology 

-- e : entertainment 

-- m : health 
Story alphanumeric ID of the news 

story that the article discusses 
Hostname hostname where the article was 

posted 
Timestamp approximate timestamp of the 

article's publication, given in 

Unix time (seconds since 

midnight on Jan 1, 1970) 
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Figure 1. Data table 

 

2.2. Research steps 

The research steps are divided into three stages of Preprocessing, Modeling, Evaluation with the sequence of 

stages found in Figure 2. 

 

 
Figure 2. Research steps 

 

2.2.1. Shuffle 

Shuffle is used to not bias the data sequence during the data acquisition process [41]. So it is necessary to 

shuffle rows against the data set. So it is necessary to shuffle rows against the data set. Data shuffling is 

performed before training the model [42]. This aims to minimize data variants, generalize data well and make 

the model able to study the data well so as to reduce overfitting on the model. 

 

2.2.2. One-hot encoding 

One-Hot Encoding is an alternative process used for multi-class classification problems [43]–[45]. The one hot 

encoding process represents the category model data into a binary vector that has integer values of 1 and 0 

[46], [47]. So that the data of each category class must be converted into an integer value using the One-Hot 

Encoding process. In this study, four classes were determined, namely e, b, t, m. The class converted to an 

integer obtains the number 0 for 'e', the number 1 for 'b', the number 2 for 't' and the number 3 for 'm'.  The 

result of one hot encoding of the dataset process in Figure 3. 
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Figure 3. One hot encoding result 

 

2.2.3. Tokenizer 

At this stage the process checks all the text in the data and cuts the text into a set of tokens and/or sentences. 

In the tokenizer, the removal of all punctuation marks is also carried out, symbols such as'!" #$%&()*+,-

./:;<=>?@[\]^_`{|} ~' [48]. The tokenizer in this study used num_words parameter set to 8000 and max_len 

130 so that 51806 tokens were obtained which were retrieved in the data. The tekonizer process uses the 

text_to_sequences method. 

 

2.2.4. Modelling 

In modeling the LSTM algorithm using softmax function activation with the number of 4 neurons with Adam 

(Adaptive moment estimation) optimization. Adam is a combination of RMSprop, adaptive learning rate and 

momentum. Adam works by changing the accumulation Gradient into Weighted Moving Average [49]. Then 

for evaluation using accuracy and loss categorical_crosentropy metrics to find out the loss value. The 

parameters used in the training process are batch sizes 256, emb_dim 128 and epoch 10 with the application 

seen in the model summary in Figure 4. 

 

 
Figure 4. Model summary 
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2.2.5. Evaluation 

In this study, the model evaluation used accuracy and loss metrics. Loss uses 'categorical_crossentropy' as it is 

a classification of many classes. Accuracy is a measure of the proportion of correct data predictions based on 

the total amount of data [50]. The accuracy calculation formula is given in Equation (1). 

 

                   Accuracy = 
(TP + TN) 

(TP + TN + FP + FN)
     (1)  

 
3. RESULTS AND DISCUSSIONS  

The results of the test scenarios shown are presented in Table 1 as follows: 

 

Epoch Acc Loss 

2 87,78% 0.3495 

4 91,03% 0.2597 

6 92,15% 0.2261 

8 92,66% 0.2100 

10 93,15% 0.1968 

Table 1. Test Results 

 

Table 1 is the result of testing the LSTM algorithm with batch size parameters of 256, emb_dim of 128 and 

epochs of 10 obtained accuracy results increasing and losses decreasing. So that an accuracy test set of 93,15% 

with a loss of 0.1968 was obtained. 

 

 
Figure 5. LSTM Train trial accuracy results 
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Figure 6. LSTM loss trial results 

 

Testing the application to a sentence with labeling 'entertaiment' , 'bussiness', 'science/tech', 'health' can be seen 

in Figure 5 and Figure 6. 

 

 
Figure 7. Sentence application 

 

The results of the test of applying a sentence successfully classifying are seen in Figure 7. Testing of the LSTM 

algorithm on the application of effective text classification with a high degree of accuracy. This is also 

confirmed in research Putra et al [35], Astari et al [36] the use of the LSTM algorithm can be as an alternative 

to the classification of texts, especially news texts. 

 
4. CONCLUSION  

In this study, the LSTM algorithm on the data was classified into four categories, namely 

entertainment, bussines, science, and health. The results obtained by doing as much as 10 times the epoch of 

potential accuracy on the data with a high accuracy value of 93,15%. This strengthens the classification of 

news texts using deep learning methods with the LSTM algorithm effective as an alternative used in text 

classification. 
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