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 Today's database is growing very rapidly, especially in the field of health. The 

data if not processed properly then it will be a pile of data that is not useful, so 
the need for data mining process to process the data. One method of data 

mining used to predict a decision in any case is classification, where in the 

classification method there is a support vector machine algorithm that can be 

used to diagnose chronic kidney disease. The purpose of this study is to 
determine the level of accuracy of the application of information gain and 

AdaBoost on the support vector machine algorithm in diagnosing chronic 

kidney disease. The use of information gain is to select the attributes that are 

not relevant while AdaBoost is used as an ensemble method commonly known 
as the method of classifier combination. In this study the data used are chronic 

kidney disease (CKD) dataset obtained from UCI repository of machine 

learning. The result of experiment using MATLAB applying information gain 

and AdaBoost on vector machine support algorithm with k-fold cross 
validation default k = 10 shows an accuracy increase of 0.50% with the 

exposure of the result as follows, the support vector machine algorithm has 

accuracy of 99.25 %, if by applying AdaBoost on the support vector machine 

has an accuracy of 99.50%, whereas if applying AdaBoost and information 
gain on the support vector machine has an accuracy of 99.75%. 
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1. INTRODUCTION 

The development of databases in the present is growing very rapidly, especially the existing data in 

the field of health. From a large collection of such data when not in use it becomes just a collection of data that 

is not useful. Therefore, from the pile of data that is not useful can be used as a source of data that is then 

processed so that more useful commonly referred to as the term data mining. Data mining is a process used to 

find data that has not been known by the user with a model so that can be understood and used as the basis for 

decision making [1]. Data mining is a stage to find patterns or information in a set of data by using certain 
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techniques and algorithms. Data mining is often called Knowledge Discovery in Databases (KDD) [2]. In data 

mining, data is stored electronically and processed automatically by computer using certain techniques and 

calculations [3]. Various   learning   techniques   have   been   developed,   including   supervised,   unsupervised,   

and reinforcement  learning [4]. One method or technique used to predict a decision is classification. 

Classification is the process of classifying test data on a class that has been determined based on the learning 

algorithm [5]. Classification is a data mining technique that can be used to predict group membership for data 

instances [6]. Also classification can also be used as a way to solve the scheduling problem, where in the 

scheduling is classified into several kinds of attributes used [7]. Classification technique is a systematic 

approach to construct a classification model of an input data set [8]. Classification is a process used to find 

models (or functions) by describing and differentiating data classes or concepts [9]. Popular algorithm for data 

classification is support vector machine  (SVM) [10]. SVM is a new method used for data classification of both 

linear and nonlinear data, which creates discrete hyperplane in the descriptor space of the training data and is 

classified based on the hyperplane side residing [11]. SVM maps nonlinear input data to some of the higher 

dimension spaces where data can be separated linearly, thus providing a large classification or data regression 

[12]. Using the kernel trick to map the training sample from the input space to the high-dimensional feature 

space [13]. Although the basis for SVM has existed since the 1960s this method makes SVM a promising new 

method for classifying data, both linear and nonlinear data. 

Ensemble method is a method used to improve classification algorithm accuracy by constructing 

several classifiers of training data then at the time of classification of this method using the voting / aggregating 

of the classifier [14]. Adaboost is a very popular boosting algorithm to improve classification accuracy [15]. 

In adaboost this training set that is used for each base classifier is selected based on the performance of the 

previous klasifier. In boosting, samples that are not correctly predicted by the classifier in the circuit will be 

selected more often than correctly sampled samples. Adaboost and its variants have been successfully applied 

in several fields because of  their strong theoretical basis, accurate predictions and great simplicity [16]. 

Maintaining health is very important in human life [17]. The classification algorithm can be utilized 

and assist the medical expert in diagnosing a disease, one of them being chronic kidney disease (CKD). CKD 

is a heterogeneous disorder that affects the structure and function of the kidney progressively and is difficult 

to recover, where the body is unable to maintain metabolism and fails to maintain fluid and electrolyte balance 

resulting in increased ureum [18]. CKD is also a pathogenic physiology process with various variations that 

will lead to significantly decreased renal function (gland in the kidney) where ultimately kidney failure occurs 

[19]. This condition is called chronic because the damage happens slowly over a long period of time. It is a 

disease that affects people all over the world [20]. Chronic Kidney Disease (CKD) also known as Chronic 

Renal Failure (CRF) is one of the diseases that its timely diagnosis has a significant positive impact on the 

patient’s chances of recovery, otherwise, the disease progresses and gets out of control [21]. 

This study uses CKD dataset. The dataset used in this study was obtained from the UCI repository of 

machine learning datasets. Datasets are a collection of objects and properties or characteristics of an object 

itself (attribute). In the chronic kidney disease dataset, there may be many irrelevant atibuts in the data to be 

used so that it needs to be removed. There are also many mining algorithms that do not do their job well because 

of the large number of features and attributes [14]. Therefore, it is necessary to apply techniques that can 

evaluate and optimize attributes on the dataset. Optimizing the work of the classifier  can be done by selecting 

relevant features using feature selection [22]. One of the techniques that can be used is feature selection. Feature 

selection is the process of selecting relevant features, or a subset of feature candidates. Evaluation criteria are 

used to obtain optimal feature parts [23]. Based on the above background description, this study uses 

information gain as feature selection and ensemble learning Adaptive boosting (Adaboost) as a technique to 

improve the classification level applied to classify SVM algorithm in diagnosing chronic kidney disease. 

 

 

2. METHOD 

Systematically there are stages of the methods undertaken in this study, starting from the stage of data 

processing, classification, and evaluation where will result in improved accuracy of the support vector machine 

algorithm. In Figure 1 is a classification flow diagram using adaboost and information gain on the support 

vector machine. 
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Figure 1. Flowchart of research methods 

2.1 Data Processing 

Stage of data processing in this research use some process such as data cleaning, data integration, data 

selection, and data transformation. The data used are chronic kidney disease dataset taken from UCI repository 

of machine learning. The number of record data in the dataset, ie 400 records consisting of 24 attributes and 1 

class attribute. In the dataset used still have a record there is no value / missing value, so it needs to be applied 

data cleaning process. In the missing value handling can be filled with the average value. The average 

calculation to replace missing value data can be shown in Equation 1. 

 

𝑥̅ =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
           (1) 

 

Description: 

𝒙𝒊 : Attribute Value 

n  : Number of attributes that have values 

 

In the data selection stage, dimensional dimensions occur on the dataset to optimize attributes that 

will affect the accuracy of the algorithm in mining datasets. Dimensional dimensions of this atibut are 

performed using techniques in the future selection of information gain. Information gain is an expectation of 

the reduction of entropy generated from the dataset object's partition based on certain features [24]. Attribute 

deletion is done one by one from the attribute that has the smallest information gain value and then it will be 

mining [25]. The value of information gain can be seen in Table 1. The disposal and mining process will stop 

when the accuracy of each algorithm has decreased. The process of obtaining an entropy value for each attribute 

is obtained from Equation 2. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑝𝑖𝑙𝑜𝑔2𝑝𝑖
𝑛
𝑖=1           (2) 

Description: 

S = space (data) of samples used,  

n = the number or partition     

pi = the proportion of Si to S (the number of positive resolution (+) and negative resolution (-) in the data for 

a given criterion) 

Table 1. The value of the data gain attributes the CKD dataset 
No. Attribute Name Information Gain 

1 (age)Age 0,06884774 

2 (bp) Blood Pressure 0,165895585 

3 (sg) Specific Gravity 0,449386996 

4 (al) Albumin 0,465192841 

5 (su) Sugar 0,115043167 

6 (rbc) Red Blood Cells 0,08633873 

Data Processing 
Data Mining 

Process 
Evaluation 

Data Preprocessing 

-Cleaning Data 

-Selection Data  
  (Information Gain) 

-Transformation Data 

 

Classification 

SVM Algorithm 
Adaboost 

 

Accuracy 
Confusion Matrix 
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7 (pc) Pus Cell 0,14764293 

8 (pcc) Pus Cells Clumps 0,078416627 

9 (ba) Bacteria 0,036848979 

10 (bgr) Blood Glucose 0,349264124 

11 (bu) Blood Urea 0,333740277 

12 (sc) Serum Creatinine 0,580280931 

13 (sod) Sodium 0,188281608 

14 (pot) Potassium 0,064832727 

15 (hemo) Hemoglobin 0,692144437 

16 (pcv) Packed Cell 0,653457091 

17 (wc) White Bloodcell 0,077142271 

18 (re) Red Blood Cell 0,41820288 

19 (htn) Hypertension 0,337771462 

20 (dm) Diabetes Mellitus 0,306352333 

21 (cad) Coronary Artery Disease 0,061014911 

22 (appet) Appetite 0,16127238 

23 (pe) Pedal Edema 0,14764293 

24 (ane) Anemia 0,11294013 

25 (class) Class 0,954434003 

 

The transformation stage uses Entropy-Based Discretization which is used to transform numeric data 

into recognizable patterns to obtain entropy values aimed at finding information gain values from numeric 

attributes. So for numeric attributes can be transformed into two categories represented in numerical form 0 

and 1 [26]. 

 

2.2 Data Mining Process 

This study applies information gain and adaboost to improve the accuracy of the support vector 

machine algorithm in diagnosing chronic kidney disease. 

 

2.2.1 Classification of Support Vector Machine (SVM) Algorithm 

SVM is an algorithm that works using a nonlinear mapping to convert the original training data to a 

higher dimension, in a new dimension, then will look for optimal linear hyperplane separators. 

The first step of an SVM algorithm is to define the equation of a separating hyperplane written with 

Equation 3. 

 

𝑤. 𝑋 + 𝑏 = 0       (3) 

Where w is a vector weight, that is 𝑤 = {𝑤1, 𝑤2, … , 𝑤𝑛}; n n is the number of attributes and b is a 

scalar called bias. If it is based on attribute A1, A2 with training tuple layout of  X = (𝑥1,𝑥2), x1 and x2 is the 

value of the attribute A1 and A2, and if b is considered an additional weight 𝑤0, then the equation of a 

separating hyperplane can be rewritten as in Equation 4. 

 

𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 = 0      (4) 

After the equation can be defined, the value 𝑥1 and 𝑥2 can be incorporated into the equation to find 

the weights of 𝑤1, 𝑤2, and 𝑤0 atau b. The separation graph of two data classes with maximum margins can be 

seen in Figure 2. 

 
Figure 2. Separation of two data classes with maximum margins 
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In Figure 2, SVM finds the maximum separator hyperlane, the hyperlane that has the maximum 

distance between the nearest training tuples. Support vector is shown with bold constraints at the tuple point. 

Thus, any point located above the dividing hyperplane satisfies Eq. 5. 

 

𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 >  0      (5) 

 

Whereas, the point located below the separating hyperlane satisfies the formula as in Equation 6. 

 

𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 < 0      (6) 

 

Looking at the two conditions above, we get two hyperplane equations, as in Equations 7 and 8. 

 

𝐻1: 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 ≥ 0     (7) 

𝐻2: 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 ≤ 0     (8) 

 

Based on the lagrangian formulation, Maximum Margin Hyperplane (MMH) can be rewritten as a 

decision boundary written with Equation 9. 

 

𝑑(𝑋𝑇) = ∑ 𝑦𝑖𝑎𝑖
𝑙
𝑖=1  𝑋𝑖𝑋𝑇 + 𝑏0     (9) 

 

𝒚𝒊 is the class label of the support vector 𝑿𝒊, 𝑿
𝑻 is a test tupel. 𝒂𝒊 and 𝒃𝒐 is a numerical parameter determined 

automatically by the optimization of SVM algorithm and 𝒍  is the number of vector support. 

 

2.2.2 Classification of SVM Algorithm Based Adaboost Ensemble and Information Gain 

The ensemble method, known as the classifier combination method, is a technique that can be used to 

improve the accuracy of the classification in data mining. In adaboost this training set that is used for each base 

classifier is selected based on the performance of the previous klasifier. Application of Adaboost (Adaptive 

Boosting) technique on vector machine support algorithm first divide data into 2 parts, that is training data for 

model formation process and data testing to measure ability of classification model that formed. Data sharing 

is done by using k-fold cross validation with default value k = 10. 

Then suppose 𝒳 denoted as instance and 𝒴 as a set of class labels. Supposed 𝒴 = {−1, +1}. Then 

given base or weak learning algorithm and a training set {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑚, 𝑦𝑚) where 𝑥𝑖 ∈ 𝒳 and 𝑦𝑖 ∈
𝒴. The Adaboost algorithm works like the following: first each training example (𝑥𝑖, 𝑦𝑖) (𝑖 ∈ {1, … . 𝑚}) given 

the same weight. Denote the weight distribution in the learning round t-th as 𝐷𝑡. From the training set and D_t 

the Adaboost algorithm generates a weak or base learner ℎ𝑡 : 𝒳 → 𝒴 by calling its basic learning algorithm. 

Then the training example is used to test of ℎ𝑡 , and the weights from the wrong classification sample will 

increase. Thus, a weight distribution has been updated 𝐷𝑡+1 obtained. From training set and 𝐷𝑡+1 Adaboost 

generate another weak learner by calling the basic learning algorithm again. The process is repeated for T 

rounds, and the final model is obtained by weighted majority voting from a T weak learner pool, where the 

weight of the learner is determined during the training or training process [27]. After the process is complete 

then select the attributes that are not relevant based on the value of the gain that has been sorted. 

 

2.3 Evaluation Step 

Measurement of classification performance can be done by means of confusion matrix [28]. 

Confusion matrix is a tool used to evaluate the classification model to estimate the correct or incorrect object 

and its accuracy, precision, and recall can be calculated [29]. A matrix of prediction that will be compared to 

the original class of input or in other words contains actual and predicted value information on the classification 

[30]. Tool or system used is using software matlab R2014a. The workflow stage is illustrated in Figure 3. 
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Figure 3. Flowchart support vector machine by applying the adaboost ensemble technique and information 

gain 

 

 

3. RESULTS AND DISCUSSIONS 

The testing process in this research using Matlab R2014a software. By utilizing Matlab, data analysis, 

algorithm development, and modeling and application can also be made visual appearance of a program so that 

it can facilitate user [31]. Matlab is a high performance (high performance) language for computational 

engineering problems [32]. Data used for model test is chronic kidney disease dataset taken from UCI 

repository of machine learning. Specifications used for this research, namely Intel processor (R) Core (TM) i3-

3227U CPU @ 1.90GHz (4 CPUs), ~ 1.9GHz; 2 GB memory; and Windows 8.1 operating system. In this 

section the system is used to analyze the performance evaluation of data mining algorithms used. The result of 

comparison of accuracy of vector machine support algorithm to diagnose chronic kidney disease using k-fold 

cross validation can be seen in Table 2. 

Table 2. Accuracy comparison of support vector machine algorithm 
Algorithm Without Discretization 

SVM Classification 99,25% 

SVM Classification and Adaboost 99,50% 

SVM Classification using Adaboost + IG 99,75% 

 

The improved graph of accuracy in the support vector machine algorithm can be seen in Figure 4. 
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Figure 4. Graph of increasing SVM accuracy, adaboost SVM, and SVM adaboost IG 

Based on the results of system implementation it can be seen that the accuracy of classification 

algorithm support vector machine before applying information gain and adaboost generate 99.25%. The result 

of accuracy of classification algorithm of support vector machine and adaboost produce 99,50%. Whereas after 

applied adaboost and information gain in classification algorithm of support vector machine have increased 

0,50% so yield accuracy equal to 99,75%. 

The advantages of this study is to apply information gain and adaboost can improve accuracy in 

diagnosing chronic kidney disease so it can be used by further researchers as a reference in conducting data 

mining classification research in diagnosing chronic kidney disease, on the other hand this research has a 

deficiency that is not the implementation pre-processing complete data such as data integration. 

 

 

4. CONCLUSION 

Optimization of support vector machine algorithm using adaboost and information gain in diagnosing 

chronic kidney disease with three experiments has an accuracy increase of 0.50%. The dataset used is chronic 

kidney disease taken from the UCI repository of machine learning. The first experiment, using SVM algorithm, 

yielded 99.25% accuracy. The second experiment by adding adaboost yields an accuracy of 99.50%. While in 

the third experiment feature selection information gain and adaboost on SVM classification has an accuracy of 

99.75%. 
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