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 Efficient access to timely information is critical in today's digital era. Web 

crawlers, automated programs that navigate the Internet, play an important 
role in collecting data from websites such as Kumparan, a leading news site in 

Indonesia. This research shows the effectiveness of the Breadth-First Search 

(BFS) and Depth-First Search (DFS) algorithms in indexing Kumparan 

content. The results of the research show that BFS consistently indexes more 
files comprehensively but with longer execution times compared to DFS, 

which provides faster initial results but with fewer files. For example, at depth 

4 BFS indexed 949 files in 886.94 seconds, while DFS indexed 470 files in 

233.02 seconds. These findings highlight the balance between precision and 
speed when selecting a crawling algorithm tailored to the needs of a particular 

website. This research provides insights into optimizing web crawler 

technology for complex websites such as Coil and suggests avenues for further 

research to improve permission efficiency and adaptability across a variety of 
crawling scenarios. 
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1. INTRODUCTION 

In today's information-rich digital era, fast and efficient access to news and actual information is very 

important for Internet users. One way to ensure this access is through the use of a web crawler. A web crawler 

is a computer program that automatically explores the Internet [1], playing a key role in the collection of 

information from various websites. Kumparan, as one of the leading news sites in Indonesia, provides a variety 

of the latest information to users [2]. However, with the complexity of its web page structure, which includes 

many cross-links between pages, a major challenge in efficiently indexing Kumparan sites arises. This is why 

choosing the right search algorithm in web crawler development is very important. 

Web Crawler is a tool that functions as a search process and retrieves web pages from the Internet [3] 

to be indexed which will then be saved in a search database. When visiting a document, this web crawler 

performs three steps, namely detecting when a document has been visited, detecting links contained in the 
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document, and indexing its contents [4]. However, due to hardware, bandwidth, and other network limitations, 

Web crawlers cannot download every page of search engine query results. Web crawlers must also avoid 

loading the Web server and comply with all server policies, including those specified in the robot.txt file [5]. 

Web Crawler is useful for a website so that it is easy for other people to visit. The indexing process is a very 

important process considering that it really helps users to quickly find relevant answer results related to 

searches. It is the same when indexing a book by looking for page numbers through the table of contents [6]. 

In the development of web crawlers, the efficiency and effectiveness of indexing web pages are highly 

dependent on the choice of search algorithm. Two search algorithms commonly used in this context are 

breadth-first search (BFS) and Depth-First Search (DFS). The Breadth First Search algorithm is a broadening 

search method that visits node n before moving to node n+1 [7]. This algorithm takes nodes from the beginning 

of the queue after inserting the end nodes into the queue. The search will end if the node is the desired search 

result. The search will enter all nodes that are near the node if it is not the desired search result. The search is 

considered complete when all nodes successfully complete the checking stage and the queue is empty. In this 

case, the search continues from the first node in the queue [8]. The Deep First Search algorithm is a deep search 

technique that starts at the first node and continues to the leftmost child node at the next level [9]. The 

performance of this algorithm is achieved by adding a root node to the stack. The search will then complete, 

and the results returned if the first node at the top level is the desired search result. All nodes next to the node 

will be added to the stack if the node is not the desired search result. The search is considered complete when 

all nodes successfully complete the checking stage and the queue is empty. If this happens, the search is 

restarted from the first node in the queue [8]. 

Previous research has investigated the use of BFS and DFS in web crawler development. Some studies 

use BFS for even exploration at the same level, while DFS tends to unfold vertically to a certain depth before 

returning [10]. Understanding the strengths and weaknesses of each of these algorithms is the key to choosing 

the right search strategy in developing a Web crawler for the Kumparan site. 

Further complicating the development of web crawlers are issues such as handling dynamic content, managing 

duplicate content, and respecting the website's robots.txt policies. Dynamic content, often generated by 

JavaScript, presents a significant challenge because it requires the crawler to execute scripts to retrieve the 

content [11]. Handling duplicate content is another critical aspect because crawlers must identify and avoid 

indexing identical pages that appear under different URLs [12]. Additionally, respecting the robots.txt file 

ensures that the crawler does not overload the website and adheres to the site owner's restrictions on which 

parts of the site can be crawled [13]. 

Web crawlers also play a crucial role in various applications beyond search engines. They are used in 

data mining, web archiving, and web monitoring. In data mining, web crawlers help to collect vast amounts of 

data for analysis [14]. Web archiving involves preserving snapshots of websites over time, which is essential 

for historical research and legal purposes [15]. Monitoring website changes is critical for businesses that rely 

on up-to-date information about competitors, market trends, and customer feedback [16]. 

Therefore, this research aims to investigate the optimal application of the BFS and DFS algorithms in 

developing a web crawler for the Kumparan site. By understanding how these two algorithms behave in a 

specific context, it is hoped that the most efficient and effective search strategy can be found to collect 

information from the Kumparan site accurately and in a timely manner. This research will provide valuable 

insights for web crawler developers looking to improve the indexing performance of complex news sites like 

Kumparan, as well as providing a foundation for further research in this area. 

 

 

2. METHOD 

  In this research, the type of research used is experimental research. Experimental research that 

optimizes the application of the BFS and DFS algorithms using the web crawler method on the Kumparan site 

aims to increase the efficiency of the indexing and browsing process for the website's content. The research 

methodology will involve testing and performance comparison stages between BFS and DFS algorithms that 

have been optimized in collecting and compiling data from the Kumparan website. The results of this research 

are expected to enhance web crawler technology, making it more efficient and adaptable for collecting 

information from news websites in diverse contexts. 

 

a) Problem Identification 

The initial stage in this research is to identify the problem to be solved, namely increasing the efficiency of 

indexing and searching the content of the Kumparan website by optimizing the BFS and DFS algorithms. 

Identification of this problem is carried out through an initial analysis of the existing search and indexing 

process, as well as observing the time required in the process. 
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b) Experiment Design 

This research requires the selection of relevant parameters to measure the performance of the BFS and DFS 

algorithms. The parameters used are the different depths, the time required to complete the search, and the 

number of files indexed at each depth. Experimental design involves setting up various test scenarios to observe 

how changing these parameters affects the performance of the algorithm. Each algorithm will be run at various 

depth levels to see its effectiveness and efficiency in indexing content and completing searches. The data 

collected from this experiment will be analyzed to determine which algorithm is the most optimal on the 

Kumparan website. 

 

c) Web Crawler Development 

In this research, Python code is used to implement functions that perform web crawling using BFS and DFS 

algorithms. This web crawler will search and index the content of the Kumparan website based on its URL 

structure. The following is the Python code used to implement this algorithm. 



Mustaqim et al. / J. Soft Comput. Explor., Vol. 5, No. 2, June 2024:  200-206                  203 

 

 
Figure 1. Python web crawler code 

Figure 1 shows a Python script to crawl the web using two different algorithms, namely, breadth-first 

search (BFS) and depth-first search (DFS). This script uses the ‘requests’ library to retrieve web pages and the 

‘BeautifulSoup’ library from the ‘bs4’ library to parse HTML content. The functions ‘bfs_crawl’ and 

‘dfs_crawl’ perform web crawling with BFS and DFS, respectively. Both functions accept ‘start_url’ as the 

starting URL and ‘max_depth’ as the maximum crawl depth. They start by initializing the time, sets for visited 

URLs, and data structures (queue for BFS, stack for DFS). Both processes the URL until the data structure is 

empty or the maximum depth is reached, fetches the page, and extracts links to add to the data structure if they 

are valid. The total crawl time is printed after the process is complete. In the example usage section, start_url 

is set to 'https://kumparan.com/' and max_depth is set to 2. Then, the functions 'bfs_crawl' and 'dfs_crawl' are 

executed to compare the performance and behavior of the BFS and DFS algorithms in context web crawling. 

The maximum depth parameter controls how deep the crawler goes into the web page hierarchy, limiting the 

breadth and depth of searches to prevent over-crawling. 
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Figure 2. Web crawler process flowchart 

d) Data Collection 

The data collected will include the results of both the BFS and DFS algorithms in indexing and 

searching the content of the Kumparan website, available at https://kumparan.com/ [17]. The data obtained will 

be described in the results and discussion section. 

 

e) Data Analysis 

The collected data will then be analyzed to evaluate the performance of each algorithm, such as 

evaluating execution time, number of files indexed, and content browsing efficiency. 

 

 

3. RESULTS AND DISCUSSIONS 

After carrying out the crawling process, data were obtained from both the BFS and DFS algorithms 

in indexing and searching the content of the Kumparan website at different depths. 

 

Calculating The Controllability System 

Controlability is a test for determining how many states the system can be controlled with. The results 

of this stage show that control states can be determined. 

 



Mustaqim et al. / J. Soft Comput. Explor., Vol. 5, No. 2, June 2024:  200-206                  205 

 

 
Figure 3. Crawling data in BFS 

 

 

 
Figure 4. Crawling data in DFS 

 

In Figure 3 and Figure 4, you can see the results of performance testing using the BFS and DFS 

algorithms in the development of web crawlers on the Kumparan site. There are significant differences in the 

number of files indexed and the time required to run the crawling process. These figures illustrate how each 

algorithm performs under varying depths, showcasing their strengths and weaknesses in different scenarios. 

At level 2 search depth, both algorithms show consistency in the number of files indexed, that is, 21 

files. However, there is a striking difference in execution time, where BFS takes around 7.69 seconds, while 

DFS only takes around 4.64 seconds. At depth level 3, although DFS shows slightly higher speed than BFS, 

with an execution time of around 40.98 seconds compared to BFS's 51.21 seconds, the number of files indexed 

by DFS is much smaller, namely 124 files compared to 136 files indexed. by BFS. At depth level 4, the 

differences between the two algorithms become more striking. BFS succeeded in indexing 949 files, but it took 

a very long time, namely around 886.94 seconds or around 15 minutes. Meanwhile, DFS succeeded in indexing 

470 files with a much shorter execution time, namely around 233.02 seconds or around 4 minutes. These results 

show that, although DFS has faster performance in some cases, BFS is able to index more files in the same 

number. Therefore, the choice of search algorithm must consider both the number of files indexed and the time 

required to perform the crawling process. This highlights the importance of choosing a search strategy that 

suits the specific needs of the website and the working environment at hand. 

 

Table 1 Comparison of the performance of the BFS and DFS algorithms 

Depth 
Number of Files Times 

BFS DFS BFS DFS 

2 21 21 5.35 s 4.50 s 

3 136 124 49.41 s 15.57 s 

4 949 470 886.94 s 233.02 s 

 

4. CONCLUSION 

Web crawlers have become essential tools in the information-rich digital era to ensure quick and easy 

access to online content, including breaking news from sites like Kumparan. In this case, this research aims to 

increase the efficiency of indexing and searching for content on the Kumparan site by optimizing the Breadth-

First Search (BFS) and depth-first search (DFS) algorithms. The experimental method was carried out by 

comparing the performance of the two algorithms in indexing and searching website content at various search 

depths. The research results show that BFS is able to index more files with deeper details, although it takes 

longer. On the contrary, DFS shows faster performance, especially at finer search depths. For example, at depth 

4 BFS indexed 949 files in 886.94 seconds, while DFS indexed 470 files in 233.02 seconds. Selecting the 

optimal call depends on the specific needs of a website's content indexing task, with BFS being better suited 

for deep exploration and DFS for fast, entry-level browsing. This research provides important information for 

the development of web crawler technology, although it is necessary to consider constraints such as dynamic 

content and compliance with site policies. 
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