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 Leukemia is a health condition in which the body produces too many abnormal 
white blood cells or leukocytes. Leukemia can affect both children and adults. 

Early diagnosis of leukemia faces significant challenges, as diagnostic 

methods are time consuming, require experienced medical experts, and are 

expensive. Previous studies have been conducted using deep learning 
approaches, but it is still rare to find a model that shows the best performance 

and uses optimization methods to classify leukemia diseases. Therefore, a 

Convolutional Neural Network (CNN) model with EfficientNetV2M 

architecture and Bayesian Optimization is proposed as the main method 
assisted by ImageDataGenerator in preprocessing. This study shows a 

significant impact of Bayesian optimization with good Accuracy, Precision, 

Recall and F1-Score results of 91.37%, 93.00%, 87.00%, 89.00%, 

respectively, which are expected to improve the performance of the model in 
previous studies in classifying leukemia diseases. 
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1. INTRODUCTION 

One of the leading causes of death in the world is cancer, which will claim an estimated 9.7 million 

lives by 2022 according to the World Health Organization (WHO) [1]. Leukemia is one of the cancers with the 

highest number of deaths among adolescents and children and has a higher risk in children up to the age of five 

years [2]. More specifically, leukemia is a malignant disease of white blood cells, usually of unknown origin, 

resulting in immature blood cells that undergo genetic mutations that transform them into cancer cells in 

leukemia. And its main characteristic is the accumulation of diseased cells in the bone marrow, which replace 

normal blood cells [3]. 

Early diagnosis of leukemia faces significant challenges as current diagnostic methods are limited, 

time consuming, and require experienced medical experts and expensive equipment. The techniques commonly 

used in its diagnosis are complete blood count (CBC), peripheral blood smear, bone marrow biopsy, and 

laboratory tests such as cytochemistry and flow cytometry [4]. Image classification with a deep learning 

approach has been a major technological tool adopted in the last decade to overcome such drawbacks [5]. Deep 

learning is the most advanced image classification technique; the use of the Convolutional Neural Network 

https://creativecommons.org/licenses/by-sa/4.0/
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(CNN) resulted in a decrease in the misclassification rate from approximately 25% in 2011 to 3.6% in 2015 

[6], [7].  

In previous research on leukemia classification, several studies have been performed, but there are 

still some loopholes that need to be improved. Dese et al. (2021) used a deep hybrid CNN combining 

MobileNetV2 and ResNet18 [8]. The MobileNetV2 component provided computational efficiency, while 

ResNet18 ensured high accuracy by addressing the problem through skip connections. The hybrid model 

employed a novel probability-based weight factor to balance the benefits of both networks.  demonstrates 

significant advances in the automatic classification of ALL, combining efficiency and accuracy through a novel 

hybrid deep learning approach. Despite its strengths, future research could focus on reducing computational 

and data requirements to make such methods more accessible in various medical contexts. Anilkumar et al. 

(2021) conducted research on leukemia detection using pre-trained deep convolutional neural networks 

(CNNs) for peripheral blood image analysis [9]. They found that the use of pre-trained networks resulted in 

100% classification accuracy for the ALL_IDB1 dataset and ALL_IDB2 dataset, except for AlexNet and VGG-

16 on the ALL_IDB2 dataset. This study also compared the performance of several optimization algorithms, 

such as stochastic gradient descent with momentum (SGDM), root mean square propagation (RMSprop), and 

adaptive moment estimation (ADAM). The results show that the use of the ADAM algorithm results in a 

slightly longer training time compared to the SGDM and RMSprop algorithms. This research makes a 

significant contribution to the development of automated leukemia diagnostic methods. However, this research 

only considers leukemia detection in general; it has not considered the classification of leukemia into different 

types. 

Das et al. (2021) proposed an efficient deep CNN-based framework to detect and classify acute 

lymphoblastic leukemia (ALL) [10]. Their approach utilized a novel hybrid of MobileNetV2 and ResNet18, 

using depth-wise separable convolutions, linear bottleneck architecture, inverted residuals, and skip 

connections. This method achieved remarkable precision on the ALLIDB1 and ALLIDB2 datasets, reaching 

up to 99.39% and 97.18% accuracy, respectively, with a 70-30 train-test split. The significant advantage of this 

approach lies in its computational efficiency and high accuracy. However, it still requires substantial 

computational resources and large datasets for training, which can be a limitation for practical applications in 

resource-constrained environments. Abhishek et al. (2022) conducted research on the automatic classification 

of acute leukemia using machine learning and deep learning techniques [11]. They proposed a new data set 

consisting of peripheral blood images that feature normal cases, acute myeloid leukemia (AML), and acute 

lymphoblastic leukemia (ALL). The methods used included feature extraction using Local Binary Patterns 

(LBP) and Histogram of Oriented Gradients (HOG), as well as the use of transfer learning techniques using 

various pre-trained artificial neural network architectures, such as VGG16, VGG19, and others. The results 

showed that, by using these techniques, the classification accuracy reached 98%. However, this research still 

needs improvement in terms of using a larger data set and using normalization and color standardization 

techniques in images. 

This research aims to apply the convolutional neural network (CNN) technique in the peripheral blood 

image data set for the classification of leukemia. Using CNN, it is expected to obtain a more in-depth and 

representative feature extraction from blood images, thus improving the model's ability to distinguish between 

leukemia classes. The aim also is to improve the accuracy of leukemia classification, which is a major challenge 

in the effort to improve the accuracy of diagnosis. Although many studies have been conducted in this field, as 

mentioned earlier, improving classification accuracy remains a major focus to achieve more precise and rapid 

diagnosis results. In addition, this research is expected to have important implications in the fields of healthcare 

and technology. The ability to identify leukemia with higher accuracy can speed up the diagnosis process, 

improve treatment outcomes, and enable the development of more sophisticated decision support systems in 

clinical practice. 

To achieve the expected goals and provide improvements from previous studies, this research 

proposes the convolutional neural network method using the EfficientNetV2M CNN architecture and Bayes 

optimization. EfficientNetV2M is an improved and faster version of the original EfficientNet. The original 

EfficientNet architecture is based on a new scaling method to increase the capacity of the model by scaling the 

width, depth and resolution dimensions of the model using simple compound coefficients [12]. Therefore, the 

use of CNN model with EfficientNetV2M architecture and Bayes optimization in this study is expected to 

achieve the expected goals as mentioned earlier. 

 

 

2. METHOD 

A method is proposed using the EfficientNetV2M CNN architecture and Bayes optimization. First, 

preprocessing is done for the dataset with ImageDataGenerator. After that, it is divided into training data and 

test data to facilitate the training and testing process. Next, training and testing are performed using the 

proposed method, and its performance can be seen from the evaluation metrics and confusion matrix generated. 
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Figure 1 illustrates a flow chart showing the step-by-step process used in this research, and a more detailed 

explanation will be explained in the next section. 

 

 
Figure 1. Flowchart of the proposed method using EfficientNetV2M and bayes optimization 

 

Input Dataset 

The dataset contains images of normal and leukemia blood cells obtained from peripheral blood smear 

examination. The data set sourced from Kaggle https://www.kaggle.com/datasets/andrewmvd/leukemia-

classification/data was published in March 2019 and to date has been downloaded almost 12,000 times [13]. 

However, it is also available at the cancer imaging archive (TCIA) and is collected by the All India Institute of 

Medical Sciences (AIIMS) in Delhi, India [14], [15]. The dataset consists of 15,135 images with two classes, 

normal cell and leukemia. 

 

Pre-processing Image 

ImageDataGenerator is used at this stage to help preprocessing and image augmentation. During the 

testing process, the incoming images are not all perfect and ideal, so preprocessing and also image 

augmentation, which uses parameters that horizontal flip and fill mode in assisting this stage, details of the 

value which are shown in Table 1. 

 

Table 1. Parameters used for 'ImageDataGenerator' 
Parameter Value 

horizontal_flip True 

fill_mode nearest 

 

To train deep learning models well, a large number of images in any state are required. The size of 

the training data set has a great impact on the performance of deep learning models in image processing, as the 

more data learned, the better the model performs [16]. Horizontal flip adds variety to the dataset, ensuring that 

the model can recognize objects that are out of orientation. The 'nearest' filling mode was deliberately chosen 

to preserve semantic content by filling pixels outside the image boundary with values from the nearest edge 

[17]. 

 

Split Data 

Data division is done to help the training and testing process. In this research, train_test_split is used 

to help the dataset division process. The results of dividing the dataset consisting of 2 classes are 70% for 

training data as many as 7462 images, 15% for validation data as many as 1599 images, and 15% for testing 

data as many as 1600 images. 

 

Building CNN-EfficientNetV2M Model 

The method proposed in this research is to use a deep learning model approach, CNN with 

EfficientNetV2M architecture. Figure 2 shows the details of the EfficientNetV2M architecture [18]. 
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Figure 2. The architecture of EfficientNetV2M [18] 

 

EfficientNetV2M is a neural network architecture built on the EfficientNet model, aiming to optimize 

model size and performance. The architecture combines the adjustment of compound scaling, depth, width, 

and resolution in a balanced manner to achieve superior efficiency. Equations (1), (2), and (3) are used to 

calculate the scaling where the depth, width, and resolution of the network are then used in EfficientNetV2M 

calculations [19], [20]. 

 

𝑊𝑖𝑑𝑡ℎ𝑛𝑒𝑤 = 𝑊𝑖𝑑𝑡ℎ𝑜𝑙𝑑 × ∅𝛼 (1) 

𝐷𝑒𝑝𝑡ℎ𝑛𝑒𝑤 = 𝐷𝑒𝑝𝑡ℎ𝑜𝑙𝑑 × ∅𝛽  (2) 

𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑛𝑒𝑤 = 𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑜𝑙𝑑 × ∅𝛾 (3) 

 

∅ is the scaling vector, 𝛼, 𝛽 and 𝛾 is a coefficient to determine how many aspects should be scaled [19]. 

 

Bayesian Optimization 

Bayesian optimization is a popular optimization technique that is commonly used to optimize the 

performance of deep learning and machine learning [21]. The Bayesian optimization method uses Bayes' 

theorem to find a combination of the minimum and maximum values of a predefined objective function to find 

the optimal value to improve model performance [22]. Equation (4) is used to calculate Bayesian optimization 

[23]. 

 

𝑧+ = 𝑎𝑟𝑔𝑧∈𝑆
max𝑓(𝑧)

 (4) 

Where, 𝑆 represents the search space 𝑧. Bayesian Optimization is extended from Bayes' theorem given sample 

data 𝐷 representing the observed set. Equation (5) to calculate the probability of the sample data and the model. 

In Equation (5) 𝐷 is the sample data and 𝑦 is the model. 

 

𝑝(𝑦|𝐷) =
𝑝(𝐷|𝑦)𝑝(𝑦)

𝑝(𝐷)
 (5) 

 

Metrics Evaluation 

The confusion matrix can present the predictions and actual conditions on the data generated by deep 

learning models. In the confusion matrix, true positives (TP), true negatives (TN), false positives (FP) and false 
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negatives (FN) are classes commonly used in the confusion matrix [24]. Equations (6) is used to calculate 

Accuracy [25]. Accuracy indicates the ratio of correctly classified data to the total number of data sets [26]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (6) 

 

Precision is the ratio of true positive observations to the total predicted positive observations. Equation 

(7) is used to calculate precision [27]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃 +  𝐹𝑃
 (7) 

 

Recall measures the ratio of true positive predictions (TP) to all true positive events. Equation (8) is 

used to calculate Recall [28]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃 

𝑇𝑃 +  𝐹𝑁
 (8) 

 

The F1 score is a weighted average of recall and precision, which aims to validate when the target 

distribution is irregular by using the positive and negative functions shown. Equation (9) is used to calculate 

the F1 score [29]. 

 

𝑓1 𝑠𝑐𝑜𝑟𝑒 =  
2  ×  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  +  𝑟𝑒𝑐𝑎𝑙𝑙
 (9) 

 

 

3. RESULTS AND DISCUSSIONS 

Previously, several tests have been carried out using other methods, but in the process of 

experimentation and testing this research, the use of CNN with EfficientNetV2M and Bayes optimization 

architecture provides the best performance compared to testing using other methods. 

 

Result of CNN Model Without Using VGG16 and VGG19 

In this test, 3 convolutional layers, 3 max pooling layers, 1 fully connected layer, and 1 output layer 

were used, the arrangement of which can be seen in Figure 3. 

 

 
Figure 3. CNN Layer without using VGG16 and VGG19 

 

In addition to the layers listed in Figure 3. In this experiment, the Adam optimizer is used to help 

model performance, and a sigmoid activation function is used in the output layer because the class to be 

classified is 2 classes or binary. Then the performance results can be seen in Table 2. 

 

Table 2. Result CNN Model without using VGG16 and VGG19 
Parameter Value 
Accuracy 82.72% 
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Result of CNN Model Using VGG16 

VGG16 consists of 13 convolution layers followed by 3 fully connected layers. The first two 

convolution blocks consist of two convolution layers followed by a maximum pooling layer, and the next three 

convolution blocks consist of three convolution layers followed by a maximum pooling layer. The pooling 

layer helps to reduce the number of trainable parameters [30]. The layer arrangement can be seen in Figure 4. 

 

 
Figure 4. The architecture of VGG16 

 

The VGG16 model has been trained on ImageNet [31]. Previously trained weights can be reused for 

various computer vision tasks [32]. Table 3 shows the results of the experiments using VGG16 as the main 

architecture with a data set split that has a ratio of 80:20. 

 

Table 3. Result CNN model using VGG16 
Parameter Value 
Accuracy 80.28% 

 

Result of CNN Model Using VGG19 

Therefore, based on previous experiments, an evaluation was conducted in which VGG19 was 

proposed as CNN architecture and dataset division with a ratio of 80:20. VGG-19 is a trained artificial neural 

network with 19 layers consisting of 16 convolution layers and 3 fully connected layers invented by the Visual 

Geometry Group of Oxford University [33]. As well as the use of Adam as optimizers and Sigmoid in the 

output layer because it is in accordance with the class you want to classify, namely 2 classes or binary whose 

results can be seen in Table 4. 

 

Table 4. Result CNN model using VGG19 
Parameter Value 
Accuracy 83.66% 

 

Result of CNN Model Using EfficientNetV2M 

In contrast to previous experiments that used the VGG approach as the CNN architecture and the 

dataset sharing, which has a ratio of 80:20. In this experiment, EfficientNetV2M based on EfficientNet is used 

as the main CNN architecture and the dataset has a ratio of 70:15:15 to perform leukemia classification, the 

results of which are shown in Table 5. 

 

Table 5. CNN result model using EfficientNetV2M 
Parameter Value 
Accuracy 87.61% 

   

Result of CNN Model Using EfficientNetV2M and Bayes Optimization 

In this experiment, EfficientNetV2M is used as the main architecture for CNN and Bayes optimization 

to improve CNN performance. The parameters used by bayes optimization to improve CNN performance are 

Units of fully connected layer and dropout rate of dropout layer.  

which in the units of the Fully Connected layer has a minimum limit of 64 and a maximum limit of 

256. While the dropout rate of the Dropout layer has a minimum limit of 0.2 and a maximum limit of 0.5. After 

training and testing using this model, the most optimal parameters for the fully connected layer are 66 and the 

dropout rate for the dropout layer is 0.39. Thus, these parameters can be used to find the optimal performance 

of the model, and the results show significant results as shown in Table 6. 

 

Table 6. Result CNN model using EfficientNetV2M and Bayes optimization 
Parameter Value 
Accuracy 91.37% 

Precision 93.00% 

Recall 87.00% 

F1-Score 89.00% 
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After considering the experimental results, it is concluded that EfficientNetV2M and Bayes 

optimization show the best performance in detecting leukemia using blood edge images. This can be seen in 

Table 7 which is a comparison table between previous research and experiments with the proposed method. 

 

Table 7. Comparison of results from previous models 
Author Algorithm Objective Result 

B. P. Amiruddin et 

al. [34] 

CNN-(VGG-16, MobileNetV2, 

EfficientNet-B1, NASNetMobile) 

Classification of mosquitoes 

in Indonesia 

Highest Accuracy 

MobilenetV2 80.00% 

M. Akay et al. [35] CNN-MobileNetV2 Classification of Systemic 

Sclerosis Skin 

82.90% 

Result of 

Experiments 

CNN without using VGG16 and VGG19 Classification Leukemia 82.72%   

Result of 

Experiments 

CNN-VGG16 Classification Leukemia 

 

80.28% 

Result of 

Experiments 

CNN-VGG19 Classification Leukemia 83.66% 

Result of 

Experiments 

EfficientNetV2M Classification Leukemia 87.61% 

Proposed Method EfficientNetV2M and Bayes optimization Classification Leukemia 91.37% 

 

Table 7 shows a comparison of the results from previous models. Where in the research that has been 

done using CNN architecture such as in research conducted by B. P. Amiruddin et al. [34]using mosquito 

image datasets in Indonesia by conducting various experiments using CNN models with VGG-16, 

MobilenetV2, EfficientNet-B1, and NasNetMobile architectures. The results obtained were less than optimal 

for mosquito image classification due to the lack of datasets, and testing only several CNN architectures. Then 

in the research conducted by Akay et al. [35] which uses the Systemic Sclerosis Skin image dataset and the 

CNN model of the MobileNetV2 architecture. This research still shows poor results because the number of 

datasets used is only a few, while the number of datasets affects CNN performance. 

In the tests carried out previously in this study, it was started by using a fine tuning CNN, which 

showed poor results because the model used was not complex enough to classify leukemia. Then the next test 

used the VGG16 and VGG19 architectures, this time the test also showed less than optimal results, this is not 

commensurate with the amount of time required for training this model. Furthermore, testing began using the 

EfficientNetV2M architecture CNN model, this model showed pretty good results compared to previous tests. 

So, it is proposed to use an optimization method in the form of Bayes optimization which is expected to be 

able to significantly improve the performance of CNN with the EfficientNetV2M architecture. And this model 

shows a significant increase in accuracy so that the proposed model has good performance in classifying 

leukemia. 

 

 

4. CONCLUSION 

On the basis of the results of experiments and tests using several methods, it can be concluded that 

the proposed method can classify leukemia quite well. As well as the impact of using bayes optimization, it 

can significantly improve the performance of deep learning. This can be seen by the accuracy before and after 

the use of Bayes optimization, which is 87.61% before use and 91.37% after use. This model can be expected 

to contribute to the world of research, especially in health and education. However, more research is needed to 

improve the performance of deep learning in classifying leukemia diseases using other methods as well. 
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