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 The information needed in its development requires that proper analysis can 

provide support in making decisions. Sentiment analysis is a data processing 

technique that can be completed properly. To make it easy to classify hotels 

based on sentiment analysis using the Naїve Bayes Classifier algorithm. As a 

classification tool, Naїve Bayes Classifier is considered efficient and simple. 

In this study consists of 3 stages of sentiment analysis process. The first stage 

is text pre-processing which consists of transform case, stopword removal, and 

stemming. The second stage is the implementation of N-Gram features, 

namely Unigram, Bigram, Trigram. The N-Gram feature is a feature that 

contains a collection of words that will be referred to in the next process. Next, 

the last click is the hotel review classification process using Na 

menggunakanve Bayes Classifier. OpinRank Hotels Review dataset on Naїve 

Bayes Classifier using N-Gram namely Unigram, Bigram, Trigram with 

research results that show Unigram can provide better test results than Bigram 

and Trigram with an average accuracy of 81.30%. 
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1. INTRODUCTION 

 

The development of information technology and websites, it allows the managers of the world of tourism to 

provide more detailed information about the tourism products offered. Currently there are many travel websites 

that provide facilities for internet users to write their opinions and personal experiences online [1]. 

 

A text can consist of only one word or sentence structure [2]. Information in the form of text is important 

information and is widely obtained from various sources such as books, newspapers, websites, or e-mail 

messages. Retrieval of information from text (text mining), among others, can include text or document 

categorization, sentiment analysis, search for more specific topics (search engines), and spam filtering [3]. Text 

mining is one of the techniques that can be used to do classification where, text mining is a variation of data 

mining that tries to find interesting patterns from a large collection of textual data  [4]. 

 

The classification method itself many researchers use the Naїve Bayes Classifier where a text will be classified 

in machine learning based on probability [5]. Naїve Bayes Classifier is a pre-processing technology in the 

classification of features, which adds scalability, accuracy and efficiency which is certainly very much in the 

process of classifying a text. As a classification tool, Naїve Bayes Classifier is considered efficient and simple, 

and sensitive to feature selection [6]. 
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The data used in this study contains hotel reviews in English so that it can be seen that the grammar used by a 

person is very diverse in writing the review, diversity makes the features generated through N-Gram will be 

very much. Therefore, here we will use N-Gram word characters with N = 1, 2, 3 to retrieve features in a review 

which will then be classified with the Naїve Bayes Classifier Algorithm. 

 

It is expected that the N-Gram Naїve Bayes Classifier Algorithm in this study can be classified correctly and 

appropriately. So that the main purpose of this study can be fulfilled which is to know the effect of N-Gram 

features on Naїve Bayes Classifier for sentiment analysis of hotel reviews. 

 

2. METHOD  

 

The step of research include text pre-processing, the application of N-Gram features, and the Naїve Bayes 

Classifier classification. The research starts by inputting OpinRank Hotels Review datasets. Next, the data will 

be processed in the text pre-processing stage, namely with a transform case, stopword removal, and stemming. 

Then the N-Gram feature selection will be carried out, namely unigram, bigram, trigram. Based on the selected 

features, the classification process will be carried out using the Naїve Bayes Classifier algorithm. Then the 

classification model is tested using test data and evaluated using a confusion matrix to produce accuracy values. 

Flowchart of the research method can be seen in Figure 1. 

 

2.1 Dataset 

 

The data used in this study is OpinRank Hotels Review Dataset (in English) obtained from the UCI Machine 

Learning Repository. The data contains 1000 documents consisting of 500 documents labeled positive and 500 

labeled negative. The dataset is obtained in .txt format and then the file is converted into a table with two 

columns: the first column contains text and the second column contains labels defined by "0" means negative 

and "1" means positive as shown in Table 1. 

 

Table 1. Data samples in CSV format 

Text Label 

Poor location.. This hotel is located in a run down part of the city. The hotel room smelt of ammonia, 

the toilet would not flush and we could not sleep due to the traffic/street noise. The breakfast was 

poor and over priced at $12.50. We would not stay there again. 

 

0 

I had two nights stay at this hotel, very nice sleep, the bed was fantastic. Staffs' service was good 

and helpful.  

1 

 

2.2 Text Pre-processing 

 

The text pre-processing phase performed in this study is Transform Case, Stopword Removal, Stemming. Text 

pre-processing is the stage of the initial process of the text to prepare the text into data that will be further 

processed. 

 

2.2.1 Transform case 

 

The process to change the form of words, in this process the characters are made into lowercase or lower case 

all. The steps of the transform case process are as follows: 

 

Step 1 : Data input used in the form of hotel reviews. 

Step 2 : Hotel review data if there are characters that use capital letters (uppercase), then these 

characters will be changed to lowercase (lowercase). 

Step 3   : Hotel review data becomes lowercase which is then used in the stopword removal process. 

Step 4   : The process is complete. The results of the process of the transform case stage can be seen in 

Table 2 
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Figure 1. Naive Bayes Classifier algorithm with N-Gram flowchart 

 

Table 2. Results of the Transform Case Process 

Review of Data Transform Case Results 

My husband and I stayed at the Chamberlain Hotel for 

three nights  

my husband and i stayed at the chamberlain hotel 

for three nights 

  

 

2.2.2 Stopword removal 

 

Stopword Removal is the process of removing words that often appear but do not have any effect in the 

extraction of text classifications. The steps for the stopword removal process are as follows: 

 

Step 1 : The word from the transform case result will be compared with the word in the stopword list. 

Step 2 : Check whether the word is the same as the stopword list or not. 

Step 3   : If the word is the same as the stopword list, then the word will be deleted. 

Step 4   : The process is complete. The results of the process of the stopword removal stage can be seen 

in Table 3. 



 

J Soft Comp. Exp., Vol. 1, No. 1, September 2020   4 

 

 

Tabel 3. Results of the Stopword Removal Process 

Transform Case Results Stopword Removal Results 

my husband and i stayed at the chamberlain hotel for 

three nights 

husband stayed chamberlain hotel nights 

 

2.2.3 Stemming 

 

The process of mapping and decomposing the shape of a word into basic word forms. The purpose of the 

stemming process is to eliminate the affixes that exist in each word. The words in the stopword list are 

pronouns, connectors and pointers. The steps in the stemming process are as follows: 

 

Step 1 : The word from the stopword removal result is checked, whether the word from the stopword 

removal result is a basic word or not 

Step 2 : If the root word then the process has stopped or finished but if it is not a root word then delete 

the suffix (the affix which is located at the end of the word) 

Step 3   : Word resulting from suffix deletion if it is a base word, the process is complete, but if it is not 

Step 4   : The process is complete. The results of the process of the stemming stage can be seen in Table 

4. 

 

Tabel 4. Results of the Stemming Process 

Stopword Removal Results Stemming Results 

husband stayed chamberlain hotel nights husband stay chamberlain hotel night 

 

2.3 N-Gram 

 

N-Gram is a n-character chunk taken from a string [7]. N-Gram is used in the process of making a model by 

dividing a sentence into parts of words. In N-Gram, 'N' shows the number of words that will be grouped into 

one section. On research [8] divide the N-Gram into three types, namely: 

 

a. Unigram: token consisting of only one word. 

b. Bigram: a token consisting of two words. 

c. Trigram: a token consisting of three words. 

The rules used to form the three types of tokens are overlapping tokens. Examples of the process of N-Gram 

characters generated from the comments results of the Stemming stage can be seen in Table 5. 

 

Table 5. N-Gram Process 

 

In this study took up to 3 words because in the structure of English phrases with a single meaning have a 

maximum of 3 words. Phrases are added to a sentence to make the sentence more complex. The advantage of 

N-Gram is based on the characteristics of N-Gram as part of a string, so errors in some strings will only result 

in differences in some N-Gram. 

 

2.4 Naїve Bayes Classifier 

 

Naїve Bayes Classifier is a statistical classification that can be used to predict the probability of membership 

of a class. Naїve Bayes Classifier is based on the Bayes theorem which has the same classification capabilities 

as the Decision Tree and Neural Network. Naїve Bayes Classifier is proven to have high accuracy and speed 

when applied to databases with large data [9]. Naїve Bayes Classifier is a popular and good algorithm for high-

dimensional data such as text [10]. 

 

 

 

 

N-Gram Results 

Unigram 

Bigram 

Trigram 

husband, stay, chamberlain, hotel, night 

husband stay, stay chamberlain, chamberlain hotel, hotel night 

husband stay chamberlain, stay chamberlain hotel, chamberlain hotel 

night 



 

J Soft Comp. Exp., Vol. 1, No. 1, September 2020   5 

 

The flow of the Naїve Bayes Classifier can be seen in Figure 2 as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Naїve Bayes Classifier flowchart 

 

Classification is the process of classifying a collection of objects, data or ideas into groups, where each member 

has one or more of the same characteristics. The classification stage using the Naïve Bayes Classifier is divided 

into 2 processes, namely training and testing. The training process is carried out to produce a probabilistic 

model of features that will later be used as a reference calculation for classifying testing data. The stages of 

sentiment classification use the Naïve Bayes Classifier as follows: 

a. Training Process 

1. Count P(ci) 

2. Count P(wk | ci) for each wk on the model 

b. Testing Process 

1. Count P(ci) Π𝑘 P(wk | ci) for each category 

2. Decide c*, i.e. categories with values P(ci) Π𝑘 P(wk | ci) the highest 

 

 

3. RESULT AND DISCUSSION 

 

3.1 Result 

 

In research, the proposed algorithm is tested using the python programming language. The classification 

process in the dataset uses the Naïve Bayes Classifier algorithm, the classification in the dataset with the Naïve 

Bayes Classifier algorithm applied to Unigram produces 81.30% accuracy, the dataset classification with the 

Naïve Bayes Classifier algorithm applied to Bigram produces an accuracy of 71.60%, and the classification of 

the dataset with the Naïve Bayes Classifier algorithm is applied Trigram produces 71.90% accuracy. 

 

3.2 Discussion  

 

3.2.1 Naïve Bayes Classifier algorithm + Unigram 

 

This classification stage applies the Naïve Bayes Classifier algorithm with Unigram on the OpinRank hotels 

review dataset. The training data will be divided into 10 subset data to conduct the learning process. This 

process takes 10 iterations to then get the classification model. Then the algorithm will be tested with a 

confusion matrix. From the classification of the Naïve Bayes Classifier algorithm by applying Unigram 

produces accuracy as shown in Table 6. 
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Table 6. Accuracy results of Naïve Bayes Classifier + Unigram algorithm 

k to Accuracy 

1 68,00% 

2 75,00% 

3 79,00% 

4 85,00% 

5 83,00% 

6 84,00% 

7 86,00% 

8 85,00% 

9 84,00% 

10 84,00% 

Average          81,30% 

 

3.2.2 Algoritma Naïve Bayes Classifier + Trigram 

 

This classification phase applies the Naïve Bayes Classifier algorithm with Trigram on the OpinRank hotels 

review dataset. The training data will be divided into 10 subset data to conduct the learning process. This 

process takes 10 iterations to then get the classification model. Then the algorithm will be tested with a 

confusion matrix. From the classification of the Naïve Bayes Classifier algorithm by applying Trigram 

produces accuracy as shown in Table 7. 

 

Table 4.8. Accuracy results of Naïve Bayes Classifier + Trigram algorithm 

k to Accuracy 

1 63,00% 

2 74,00% 

3 75,00% 

4 75,00% 

5 73,00% 

6 72,00% 

7 70,00% 

8 71,00% 

9 74,00% 

10 72,00% 

Average          71,90% 

 

The accuracy of the Naïve Bayes Classifier algorithm using Unigram, Bigram, Trigram compared to related 

research results in better accuracy. OpinRank hotels review dataset using Naïve Bayes Classifier in related 

research has an accuracy of 55.00%, the classification of the Naïve Bayes Classifier algorithm with Unigram 

is able to produce an average accuracy of 81.30%, the classification of the Naïve Bayes Classifier algorithm 

with Bigram is able to produce an average accuracy of 71.60%, and the classification of the Naïve Bayes 

Classifier algorithm with the Trigram is capable of producing an average accuracy of 71.90. Comparison of 

accuracy results can be seen in Figure 3. 

 

 
Figure 3. Graph of accuracy results of Naïve Bayes Classifier algorithm with N-Gram 

 

Based on the results of the implementation of Unigram, Bigram, Trigram on the Naïve Bayes Classifier 

algorithm that has been done, it can be seen that the accuracy for sentiment analysis of hotel reviews using 
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OpinRank Hotels Review datasets is taken from the UCI Machine Learning Repository after going through 

text pre-processing and then applying the N-Gram feature and classification using the Naïve Bayes Classifier 

can improve accuracy so that it can be used by subsequent researchers as a reference in conducting hotel review 

sentiment analysis research. 

 

4. CONCLUSION 

 

The application of Unigram, Bigram, Trigram on the Naïve Bayes Classifier algorithm for the analysis of hotel 

review sentiments in this study is the OpinRank hotel reviews dataset that has been done in the text pre-

processing stage will be divided into training data and testing data. The training data will be given the features 

of Unigram, Bigram, Trigram by breaking a sentence into words whose results will be classified with the Naïve 

Bayes Classifier algorithm so as to produce a more optimal Naïve Bayes Classifier model. The final result of 

the classification is testing the model of data testing. Based on these tests, an accuracy of the Naïve Bayes 

Classifier algorithm can be seen using a confusion matrix. The average accuracy of 10 subsets of data obtained 

using Unigram in the Naïve Bayes Classifier algorithm is 81.30%, the average accuracy of 10 subset data 

obtained using Bigram in the Naïve Bayes Classifier algorithm is 71.60% and the results of the average 

accuracy 10 subsets of data obtained using Trigram in the Naïve Bayes Classifier algorithm are 71.90%. 
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