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Deaf people often encounter communication challenges, and sign language
serves as a crucial tool for those who cannot speak. In Indonesia, Indonesian
Sign Language (ISL) or Sistem Isyarat Bahasa Indonesia (SIBI) is officially
recognized by the government and is taught in Special Schools (Sekolah Luar
Biasa - SLB). The sign language dictionary comprises 3483 words, facilitating

communication and participation in daily life for the deaf community. This

research aims to convert ISL gestures within SIBI into understandable text,
Keywords: employing the Long-Short-Term Memory (LSTM) method as the primary

approach. The study conducted experiments with two models: Model 1, using
Long—sh_ort—tgrm memory a smaller dataset, and Model 2, employing a larger dataset and implementing
Indonesian sign language the k-fold method. The results indicate that Model 2 with k-fold accuracy
Multilabel confusion matrix achieved an accuracy of 98%, while Model 1 reached an accuracy of 85%.
Mediapipe holistic Nevertheless, challenges persist in these models, particularly in detecting
words with similar gestures, such as’maaf® (sorry) and ‘cinta’ (love), which
may still be misidentified. Despite these challenges, this research contributes
positively to the development of assistive technology for the deaf community,
enabling more effective communication through sign language.
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1. INTRODUCTION

Communication is an important process in everyday life, allowing people to convey messages and
ideas to others. However, for deaf friends, communicating can be a challenge[1], [2], [3]. These difficulties
arise because they may not be able to speak or use spoken language normally. Therefore, the sign language is
a very important means of communication for them [4], [5]. In Indonesia, there are two sign language standards
used by deaf friends, namely the Indonesian Sign Language System (SIBI) and the Indonesian Sign Language
(BISINDO) [6]. By using sign language, they can communicate their thoughts, feelings, and messages clearly
and effectively to others, helping them engage in social interactions and gain access to a variety of information
and knowledge [7], [8], [9].

SIBI is a sign language standard that has been established by the government of the Republic of
Indonesia. SIBI is used in the teaching and learning curriculum in Special Schools (SLB) as a communication
tool for deaf students [10]. SIBI was developed by paying attention to the structure and vocabulary of
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Indonesian, enabling deaf students to communicate using the sign language related to Indonesian. Currently,
in the SIBI dictionary which has been compiled by the Ministry of Education, Culture, Research, and
Technology (Kemdikbud), there are 3483 gestures covering various categories, such as alphabetic gestures,
affixes, numbers, and words. This dictionary is the result of efforts to expand and enrich the vocabulary of the
Indonesian Sign Language System (SIBI), which is the standard sign language used in the teaching and learning
curriculum in Special Schools (SLB) [11]. Meanwhile, BISINDO [12] is a sign language that appears naturally
in the daily lives of deaf people through interaction with the surrounding environment. BISINDO is more
flexible and develops organically according to the communication needs of the deaf community [6]. This sign
language is different from SIBI in terms of structure and vocabulary, because it is not strictly related to
Indonesian [13]. These two sign languages play an important role in facilitating communication and social
integration for deaf friends. With sign language, they can interact, convey messages, and participate in various
activities of daily life. As we know, language plays a very important role in forming identity in social life.
Communication using the sign language is intended for deaf people, whereas normal people who have never
learned the sign language will certainly experience difficulties [14], [15], [16], [17]. However, in an era like
today where technological advances, especially in the field of machine learning, have become increasingly
advanced, communication is no longer a problem. Because with sign language that uses gestures, technology
can recognize these gestures and convert them into a certain output.

In research [7] about an application for translating Indonesian sign language into Android-based voice
using TensorFlow. In this research, the convolutional neural network (CNN) algorithm was used to detect the
Indonesian sign language. The conclusion was that the accuracy of the model performance was 54.8%. The
researcher also suggested that in future research, use the long-short-term memory (LSTM) algorithm. In
research [10] which discusses the symbol detection system in SIBI using the Long Short-Term Memory
(LSTM) algorithm in real time to detect 6 gestures in SIBI, obtaining accuracy results of 83%. In research [5],
research was carried out on the SIBI symbol detection system using a Convolutional Neural Network (CNN).
In this study, the detected was 6 symbols, namely 'me', 'you', 'him’, 'love’, 'sorry', 'sad’ with a total dataset of
600 data, with a data split of 90 for training and 10 for testing. Using the CNN model and trained with 250
epochs, an accuracy result of 90% was obtained. Based on previous research., focus on research This is to
detect vocabulary gestures in the frequently used Indonesian Sign Language System (SIBI). These gestures
were chosen based on the daily communication needs of SIBI users, with the aim of supporting effective
communication for deaf friends with friends without hearing loss.

The advantages of this research can be seen by taking the dataset itself, especially if there is no similar
data set that has been published on a platform like Kaggle. This can be considered an innovative or novelty
aspect in this research. By taking steps to collect its own dataset, this research not only provides a concrete
solution to its focus on vocabulary gestures in SIBI but also contributes to the availability of datasets on this
topic. The LSTM method was chosen because of its ability to process and recognize temporal patterns in the
data. In the context of gesture detection, LSTM has been proven to be effective in learning the temporal
sequence of hand movements and recognizing the patterns associated with each vocabulary gesture. Using the
LSTM method to detect vocabulary gestures in SIBI, this research is hoped to contribute to the development
of a responsive and accurate gesture detection system.

2. METHOD
Long-Short-Term Memory (LSTM)

Long-short-term memory (LSTM) is a modification that has been made to the recurring neural
network (RNN) model/method which can make predictions based on past information stored over a long period
of time [18], [19], [20]. LSTM has the advantage of remembering and storing past information and being able
to study sequential data [21]. In the LSTM model there are three main components, namely the forget gate, the
input gate, and the output gate [22]. Each gate has a special function in managing the flow of information in
the data sequences as in Figure 1. Based on Figure 1, the following are the equations used in the LSTM method
as shown in (1) to (6).
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Figure 1. Common LSTM scheme [19], [22]
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Based on equations (1) to (6), the matrix w is the weight, b is the bias value, and ft, it , St ~, ot , and
ht are the results/outputs of the forget gate, input gate, cell state, output gate, and output value at time (t ). The
forget gate in Long-Short-Term Memory (LSTM) is responsible for deciding whether information in the
previous sequence should be ignored or kept stored in LSTM memory. The input gate in LSTM is responsible
for determining how much new information should be entered into the LSTM memory. This information is
based on the current input and the previous context. The output gate in LSTM Sets how information stored in
LSTM memory will be used to produce output at the right time. This gate takes the current input value into
account with the previous context to produce the relevant output.

Mediapipe

Mediapipe is a framework that allows developers to create multimodal machine learning pipelines
(audio, video), as a landmark. They track the key points of various parts of the body [13]. All keypoint
coordinates are normalized as three-dimensional; this is done to provide richer and more accurate information
about the position, orientation, and interaction of the body in three-dimensional space, which is useful in
various applications such as gesture recognition, pose detection, and body movement analysis. Mediapipe
Holistic uses pose, face, and hand landmark models which produce 468 face keypoints,, 21 hand keypoints and
33 pose keypoints as in Figures 2 and Figure 3.
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Figure 2. Keypoint sample result Figure 3. Hand landmark
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Multilabel Confusion Matrix

The Multilabel Confusion Matrix is a method that can be used to measure or analyze the performance
of a classification/detection model. The multilabel confusion matrix has information that compares the results
performed by the system with the actual results. When using a multilabel confusion matrix, there are four terms
that represent the results of the evaluation process. The four terms are True Positive (TP), True Negative (TN),
False Positive (FP), and False Negative. By using the multi-label confusion matrix, we can calculate various
evaluation metrics such as precision, recall, and F1 score for each label separately. This helps to gain a deeper
understanding of the model's performance in recognizing each label individually on multi-label classification
tasks.

Face Dataset
This data set was created to support research into gesture recognition in sign language using the LSTM
model. This data set consists of gesture frames in a series of sign language that have been converted into Numpy
array format (.npy) as in Figure 4. Each sign language gesture video will have 30 frames and each vocabulary
label will have a total of 80 videos according to Figure 5. The following is a detailed explanation of this dataset:
1. Data Format. Each video frame is represented in the form of a Numpy array, which includes keypoint

information extracted using MediaPipe Holistic. The keypoint information includes landmark positions
of the hand, face, and body pose.

2. Folder Structure. The dataset is organized in a hierarchical folder structure. This folder structure
includes the following:

e The Root Folder is the main folder that contains all the datasets

e Folder Labels, each vocabulary label has its own folder, such as 'I', "You', 'He', 'Love’, ‘Sorry’,
and 'Sad'.

e Video Folder, each vocabulary label has a video, each saved in an associated folder.

e  Numpy Frames, each video folder contains 30 frames, and each frame is represented in numpy
array format (.npy)

3. Total amount of data. The total amount of data in the dataset is calculated by multiplying the number of
vocabulary labels, the number of videos per label, and the number of frames per video. In this case, the
total data is the result of 6 labels x 80 videos per x label, where 30 frames per video = 14,400 frames.

4. Movement Labels and Variations. Each vocabulary label represents one word in sign language, such as
', "You', 'He', 'Love’, 'Sorry', 'Sad'. By providing 80 videos per label, the dataset includes variations in
movement for each word, including variations in body pose and facial expressions.

5. Intended Use. This dataset is designed to train and test an LSTM model in recognizing sign language
gestures. The training process is carried out using data from most videos, while data that have never been
seen before is used for model testing to measure generalization as test data. This dataset is expected to
provide a strong basis for the development of responsive and accurate sign language gesture recognition
models.

webcam is
open

yes Pose and hand detection Landmark keypoint
using mediapipe extraction
storing data in
numpy array

no

all data is
available

Figure 4. Dataset collection flowchart
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After the dataset has been collected, the next step is to preprocess the data to prepare the dataset before
the training and testing process is carried out. One of the stages in data preprocessing is creating labels or action
mapping from the video image dataset that has been collected. Each action in the dataset will be given a label
based on the type of sentence it represents. The following are the label-mapping results for each action:

a) The Oth index shows the action of the word "I"

b) The first index shows the action of the word "you"
c) The second index shows the action of the word "he"
d) The 3rd index shows the action of the word "love"
e) The 4th index shows the action of the word "sorry"
f)  The 5th index shows the action of the word “sad”.

Then, from the six data labels, the data was divided into training data and testing data with a percentage of
80% train and 20% val. The 80:20 data division was chosen because it uses 80% of the data as training data;
the model can learn the patterns and relationships in the data well because it has many samples to process.
Additionally, to ensure the objectivity of the model evaluation, the researcher also decided to separate the test
data separately.

sriwcting fromes for Cing Vides Number O

Figure 5. Sample data set

Proposed Method

The workflow of the SIBI gesture detection method consists of several important steps as in Figure 6.
These stages are designed to produce a model that can recognize SIBI gestures with high accuracy. First, the
workflow starts with the keypoint initialization stage. At this stage, the function is to save important points of
the face, pose, and hands that have been taken using MediaPipe Holistic. This function will be the basis for the
feature extraction and data collection process. After that, the next step is to extract key points. At this stage,
important points that have been taken using MediaPipe Holistic are used to produce numerical features that
represent SIBI gestures.
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Figure 6. Indonesian sign language (ISL) proposed scheme

The spatial information from the key points is converted into a numerical representation that can be
used by machine learning models. After extracting keypoints, the keypoint data collection process is carried
out. At this stage, a dataset consisting of SIBI gestures and extracted numerical features is collected. These
data will become training material for machine learning models. Next, the data are divided into two parts,
training data and test data in the split data stage. Training data will be used to train the model, while test data
will be used to test the performance of the model that has been trained. After the data are shared, the next stage
is the modeling process. At this stage, machine learning models, such as LSTM (Long Short-Term Memory),
are built using training data. This model will learn and study SIBI gesture patterns. Finally, the evaluation stage
is performed to measure the performance of the model that has been built. The model will be evaluated using
test data to measure the accuracy and performance of SIBI gesture detection.

Initialize Function for Keypoints

Before collecting data, researchers initialized keypoints for the face, pose, left hand and right hand
using the OpenCV and MediaPipe Holistic libraries. The OpenCV library is used to record movement directly
via webcam, while MediaPipe Holistic is used to detect and track keypoints on the face, body pose, left-hand
and right hand. The initialization process begins by importing the OpenCV and MediaPipe Holistic libraries
into the project. The researchers used the functions provided by OpenCV to access the webcam and capture
video frames in real-time. Each video frame is then processed using MediaPipe Holistic to detect and track the
necessary keypoints. For facial keypoints, MediaPipe Holistic will identify important points such as eyes, nose,
lips, and others. Meanwhile, for body pose keypoints, MediaPipe Holistic will recognize body position and
orientation, including points such as shoulders, elbows, wrists, and others. The left-hand and right-hand
keypoints will also be identified by MediaPipe Holistic by detecting hand position and movement. After the
keypoints were successfully identified and tracked, the researcher used previously defined functions to store
the facial, body pose, left hand, and right hand keypoint data in the appropriate data structure.

These keypoint data will be used in the next stage for analysis and movement recognition in gesture
detection using the Indonesian Language Sign System (SIBI). By initializing keypoints using OpenCV and
MediaPipe Holistic, researchers can obtain very important information regarding the position and movement
of faces, body poses, and hands in gesture detection. This initialization is a crucial first step in the data
collection and gesture analysis process using the Indonesian Sign Language System (SIBI).

LSTM Modeling

In the modeling stage in real-time SIBI detection, the next step after data division is to build a long-
short-term memory (LSTM) model. The LSTM (Long Short-Term Memory) model is used to learn patterns
and relationships between SIBI gesture frames with the aim of accurately detecting gestures. LSTM is a type
of recurrent neural network that has the ability to remember long-term information and handle long-term
dependency problems. The flow in the modeling process begins by determining the architecture of the LSTM
model consisting of several layers, including the first LSTM layer with 256 units and return_sequences=True,
followed by a dropout layer. The second LSTM layer with 128 units, and return_sequences=True, is added
next, followed by another dropout layer to avoid overfitting. In the next stage, there is a third LSTM layer with
64 units and again followed by a dropout layer. Dropout layers are applied after each LSTM layer to prevent
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random overfitting. This entire structure is designed with the aim of obtaining a model that can capture patterns
in the data and produce accurate predictions in the context of the classification task at hand. Finally, a dense
layer with softmax activation is used as the output layer, which produces gesture predictions based on the given
input. By building this LSTM model, the algorithm will undergo a training phase using the previously divided
data. During the training process, the model will iteratively adjust its internal parameters, including the weight
W and bias, based on the patterns and relationships present in the training data. This process is done by
minimizing the difference between the predictions generated by the model and the actual values 27 in the
training data. The model learns to recognize temporal patterns and relationships between variables in the data,
allowing it to produce accurate predictions. Once the training process is completed, the adjusted LSTM model
will be ready to use. When performing gesture prediction in real-time, new inputs are presented to the model,
and the model will use its knowledge gained during training to produce predictions according to the observed
gestures.

3. RESULTS AND DISCUSSIONS

In this chapter, the results of previous research will be explained, namely the discussion of the results
of model training using the Long Short-Term Memoryu LSTM algorithm, and continued with the calculation
of values in the evaluation using the confusion matrix, namely the recall value, precision, and f1 score. In this
study, the researchers conducted trials using 2 models with the same algorithm. However, there is a difference
in the number of datasets where model 1 has fewer datasets than model 2, then there is also a difference in the
data split stage, where model 1 will use the data split method using the function from the sklearn library, namely
train_test_split(), while model 2 uses cross-validation KFold. The following is a table of the differences
between Model 1 and model 2.

Before entering the data processing stage, the first process is carried out to take and prepare the data
set which is the basis for developing the model. The data set used consists of two models, each of which
includes a number of videos representing hand gestures in the Indonesian Sign Language System (SIBI). The
first model contains 390 videos, while the second model has 480 videos. First, model 1 was tested using the
code below.

X train, X val, y train, y val = train test split(X, y, test size=0.2)
from tensorflow.keras.layers import LSTM, Dense, Dropout
model = Sequential () model.add(LSTM(units=256,

return_ sequences=True,

input shape=(timesteps, input dim),

bias initializer=bias_init)) model.add (Dropout (0.2))
model.add (LSTM (units=128, return sequences=True;

bias initializer=bias_init)) model.add (Dropout (0.2))
model.add (LSTM (units=64,

bias initializer=bias init))
model.add (Dense (actions.shape[0], activation='softmax'))

The testing process began by dividing the model 1 data set into two subsets, training data and validation data.
The data division ratio is 80% for training and 20% for validation. This is done to train the model using fairly
representative data and then test the model's performance on data that have never been seen before. After
splitting the data, the next step is to create a model using the LSTM algorithm. Model formation is done by
importing the LSTM, Dense, and Dropout layers from the tf.keras library. The addition of dense and Dropout
layers serves to reduce overfitting. This model will be trained with SIBI gesture data. The training process is
carried out in several stages called epochs; epochs are a one-time training process on all data. The model will
be trained 20 times, which means the model will see and update its knowledge from the training data 20 times
asin Table 1. The following is a visualization of the training performance of model 1 with the LSTM algorithm
without using KFold as in Figure 7. After going through the model training process, the next step is to evaluate
the model's performance by utilizing the confusion matrix. The prediction results obtained from the model will
be carefully compared with the actual labels on the test data as in Table 2. To measure the accuracy and
effectiveness of the model, relevant evaluation metrics are used, such as accuracy, precision, recall, and F1-
score. By conducting an in-depth analysis of the confusion matrix and these evaluation metrics, we can
understand the extent to which the model is capable of carrying out the classification task correctly and
accurately, providing a better picture of quality of the performance of the model built.
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Table 1. Accuracy result based on epoch using the 1% model
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Epoch Accuracy Loss Val accuracy Val loss
1 0.2269 1.8213 0.2692 1.6982
5 0.7234 0.5832 0.7051 0.4850
10 0.5870 1.0436 0.6923 0.6251
15 0.8607 0.4542 0.9615 0.2692
20 0.9053 0.2789 0.9487 0.1412
model accuracy model loss
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Figure 7. Training and validation graph for accuracy and loss

Table 2. Performances based on the 1% model

Facial expression Precision Recall F1-score Support
| 1.00 0.67 0.80 15
You 1.00 0.47 0.64 15
He/she 1.00 0.87 0.93 15
Love 0.75 1.00 0.86 15
Sorry 0.68 1.00 0.81 15
Sad 1.00 1.00 1.00 15
Macro Avg 0.91 0.83 0.84 90
Weighted Avg 0.91 0.83 0.84 90

The second model was tested using a dataset that had a larger number compared to the dataset for
model 1, and using KFold. First, a model was created using the LSTM algorithm which is similar to the 1%
model. Model 2 has been tested using the following code.

model = Sequential ()
model.add (LSTM (units=256,

return_ sequences=True,

input shape=(timesteps,

input dim),

bias initializer=bias init))
model.add (Dropout (0.2))
model.add (LSTM (units=128,

return_ sequences=True;

bias initializer=bias init))
model .add (Dropout (0.2))
model.add (LSTM (units=64,

bias initializer=bias init))
model.add (Dense (actions.shape[0],
k = 5 # jumlah fold kfold = KFold(n_splits=k,

activation='softmax'))
shuffle=True)

After creating the LSTM algorithm model, KFold was set up using 5 folds. KFold is a cross-validation
method that divides a data set into k subsets (in this case 5 subsets). Each subset will be used as test data in
turn, while the other subset will be used as training data, so that each data has the same opportunity as training
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data and val data. Then the training process was carried out for the second model, using epochs 30 times and
KFold with folds 5 times. Therefore, each fold will carry out a 30 epoch training process, as in Table 3.

Table 3. Performances based on the second model

Facial expression Precision Recall F1-score Support
| 1.00 1.00 1.00 15
You 1.00 0.93 0.97 15
He/she 0.94 1.00 0.97 15
Love 1.00 1.00 1.00 15
Sorry 1.00 1.00 1.00 15
Sad 1.00 1.00 1.00 15
Macro Avg 0.99 0.99 0.99 90
Weighted Avg 0.99 0.99 0.99 90

The test results in Table 3 not only provide information on the reliability of the LSTM model in hand
gesture detection in general, but also reveal the potential of the model in dealing with more complex usage
scenarios and larger amounts of data. By involving a data set that includes a variety of SIBI hand gestures and
testing it outside the training sample, this evaluation provides a deep understanding of the extent to which the
model can adapt to situations it has never encountered before. The information obtained from this testing will
help identify the model's strengths and weaknesses, providing a more holistic view of the potential use of the
LSTM model in Indonesian sign language hand gesture detection applications. Additionally, involving more
complex usage scenarios can also provide better insight into the limitations of the model, opening up
opportunities for further improvement and development in the future. In this research, the model was evaluated
using testing data that were never included in the model training process. To quantitatively measure model
performance, a comparison was made between the first model and the second model by looking at accuracy
and loss using the model.evaluate() method. The comparison table for the accuracy and loss of the model
evaluation was seen in Table 4.

Furthermore, the researchers also used the multilabel confusion matrix (MCM) evaluation method to
analyze the results of SIBI gesture detection in more detail. The use of MCM was chosen because the dataset
used has different labels, so this method is more suitable for describing prediction accuracy in multilabel cases.
The table used in MCM is slightly different from the usual confusion matrix table used in the case of binary
classification. In the scikit-learn library documentation, there is a complete explanation of the multi-label
confusion matrix and the table format used. The MCM table consists of rows representing actual labels and
columns representing predicted labels. Each cell in the table stores the number of samples that fall into a
particular category based on the actual label and the predicted label. By using the MCM, researchers can
calculate evaluation metrics such as precision, recall, F1 score and accuracy which are useful for measuring
the model performance in accurately predicting SIBI gestures as in Figure 8. By using the MCM evaluation
method, researchers can describe more comprehensively the model's ability to recognize and differentiate
between different SIBI gestures. In-depth analysis of the MCM tables will provide a better understanding of
the model performance and allow researchers to identify areas that need improvement in SIBI's real-time
gesture detection process. The gesture samples are shown in Figure 9.

Confusion Matrix - Model 1 Confusion Matrix - Model 2
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2 2
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0 1]
Aku Kamu Dia Cinta Maaf sedih Aku Kamu Dia Cinta Maaf Sedih
Predicted label Predicted label
Confusion matrix 1% model Confusion matrix 2" model

Figure 8. A comparison of confusion matrix
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Gesture “1” Gesture “he/she”

Gesture “love” Gesture “sorry” Gesture “sad”
Figure 9. Samples gestures detected for real-rime detection

On the other hand, the results of model detection that have gone through the training and testing
process. Researchers conducted trials using the second model, researchers carried out real-time detection trials
9 times with 3 different subjects. revealed the results of a series of real-time detection trials that had been
carried out by researchers 9 times. Success and failure in detecting sign vocabulary gestures are apparently
influenced by various factors that need to be considered. One of the crucial factors is the similarity of one
gesture vocabulary to another, where detected gestures must be differentiated correctly. Additionally, factors
such as light also play a significant role. For example, a’sorry’ gesture can be detected as a 'you' gesture when
lighting conditions are less than optimal. Despite facing these challenges, the successful detection accuracy
obtained after conducting nine trials showed 92% results. These results reflect the level of accuracy of the
system in recognizing and classifying gestures from the sign vocabulary in real-time situations. The following
are the results of the real-time vocabulary detection.

4. CONCLUSION

This study shows that the LSTM model with a larger dataset (Model 2) and the application of k-fold
cross validation with 30 epochs for each fold can produce the best accuracy in detecting Indonesian Sign
Language System (SIBI) gestures, reaching an average value of 98%. On the contrary, the LSTM model in
Model 1, which uses a smaller number of data sets and without k-fold validation, is only able to achieve an
accuracy of 85% with 20 epochs of training. Thus, it can be concluded that the use of k-fold cross-validation
and the use of a larger dataset can improve the accuracy of gesture detection in the LSTM model. Successfully
applying the LSTM algorithm for real-time SIBI gesture detection. The following are the results of the direct
test with each gesture tested 9 times on 3 different subjects. The gesture 'I' gets 100% accuracy. The gesture
'you' gets 100% accuracy. The gesture 'he' gets 100% accuracy. The gesture 'love' gets 88.89% accuracy. The
gesture’sorry’ gets 66.67% accuracy. The gesture’sad’ gets 100% accuracy. In further research, it can optimize
accuracy gain by adding datasets for vocabulary from the Indonesian Sign Language System (SIBI), which are
more extensive, adding variations of objects and different places during data collection.
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