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 Determining the right selling price for a car can be a challenge for car sales 

companies. The selling price of a car is highly influenced by car characteristics 
such as brand, type, year of production, fuel type, and mileage. Therefore, the 

research aims to develop a more accurate model of car price prediction model 

by using a stacking ensemble technique that combines Random Forest and 

ANN. Random Forest is effective in handling outliers and reducing the risk of 
overfitting, while ANN has the advantage of capturing complex nonlinear 

patterns. The results show that the stacking ensemble model combining ANN 

and Random Forest can predict car sales prices by achieving an R2 value of 

0.97. The results of this study can help distributors in selling cars make the 
right decisions regarding the sales price of cars. To improve the generalization 

of the model, future research is recommended to try a combination of different 

ensemble methods and the use of larger and more diverse datasets. 
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1. INTRODUCTION  

Car sales are one of the most promising and strategic businesses in this modern era. The market for 

the sale of used cars is a growing industry, in recent years, it has almost quadrupled in market value [1]. Pricing 

products on the market involves both science and art and both require the use of statistical and experimental 

procedures. [2]. The correct price of the automobile is difficulty for this company to determine [3]. Because 

quality often depends on a number of different qualities and circumstances, accurate prediction of the price of 

vehicles requires unique experience [4]. Generally, the most important are the make and model name, year, 

miles driven, and mileage [5], [6]. Selling prices that are too low can cause losses for sellers; conversely, prices 

that are too high can reduce buyer interest. In the world of automobile business, one of the important things to 

consider is the prediction of car sales prices [7]. Consequently, a scientific value conversion procedure is 

necessary to accurately estimating the cost of second-hand automobiles [8]. By knowing the accurate selling 

price of a car, car business owners can determine the right car selling price in accordance with current market 

conditions.  

https://creativecommons.org/licenses/by-sa/4.0/
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Machine learning is a field of science that studies how to teach computers to operate autonomously 

without requiring detailed instructions [9]. This concept belongs to the branch of artificial intelligence which 

is one of the most popular terms in the 21st century. Machine learning has been applied in various industries, 

such as banking [10], [11] e-commerce [12], healthcare [13], and many others. Often, this technology is also 

used to predict the selling price of cars [14]–[16]. 

Mustapha Hankar et al. [17] in 2022 compared several regression techniques to predict the selling 

price of used cars considering many factors such as mileage, fuel type, fiscal power, make, model and year of 

car production. Regression models used such as the K-nearest neighbors regressor (KNN), random forest 

regressor (RFR), gradient bosting regressor (GBR), and artificial neural network (ANN). The results showed 

that the gradient-boasting regressor model achieved the highest R2 value of 0.80 and RMSE reached 44516.20. 

Another study conducted by Muhammad Asghar et al. [18] in 2021 aims to predict used car prices using the 

Ordinary Least Squares (OLS) linear regression model. This study uses the Recursive Feature Elimination 

(RFE) method to identify optimal features that include fuel type, car body type, and horsepower. The results 

show that the OLS regression model achieves an R2 value of 0.90, which indicates a fairly accurate prediction. 

Snehit Shaprapawad et al. [19] in 2023 conducted research by comparing several machine learning 

models, such as linear regression, Lasso Regression, Elastic Net Regression, Decision Tree, Random Forest 

Regressor, and support vector regression to predict the selling price of used cars. This research uses 

hyperparameter tuning techniques and model evaluation with metrics such as R2, mean absolute error (MAE), 

Mean Squared Error (MSE), and mean squared error (RMSE). The results showed that the support vector 

regression model provided the best results by achieving an R2 value of 95.27, 0.142 MAE, 0.047 MSE and 

0.218 RMSE. Aravind Sasidharan Pillai [20] in 2022 used the Artificial Neural Network (ANN) to predict used 

car prices. The ANN model is compared with other models such as random forest, gradient boosting, and Linear 

Regression. The results achieved an R2 value of 0.96, 1960.37 MAE, 0.11 MAPE, and 2104.13 RMSE. Purwa 

Hasan Putra et al. in 2023 [21] proposed random forest and decision tree methods to predict car prices. This 

study uses a dataset sourced from Kaggle about predicting car prices. The analysis employing decision trees 

and random forests produced various percentage findings. The random forest has a precision of 72.13 while 

the choice tree has an accuracy of 67.21%. 

Previous research has proposed several models, such as KNN, ANN, Gradient Boosting, Random 

Forest, and Support Vector Regressor. These models provide good results but often face problems such as 

overfitting or limitations in handling complex data variations. For example, research by Aravind Sasidharan 

Pillai [20] found that the Artificial Neural Network (ANN) outperforms other methods but requires more 

computational time. Meanwhile, Random Forest has better performance handling outliers but is less accurate 

in handling complex features. Therefore, this research uses ensemble stacking by combining ANN and random 

forest regression. The stacking ensemble is used to improve prediction by using the advantages of each model. 

ANN and Random Forest have strong capabilities in handling complex prediction problems such as car selling 

prices. ANN can capture non-linear patterns [22] patterns that may be hidden in the data due to its multilayered 

structure and deep learning capabilities. On the other hand, Random Forest is a powerful ensemble model [23] 

model that can overcome overfitting and is capable of providing accurate predictions by combining many 

decision trees. The combination of these two models is expected to produce a more stable and reliable 

prediction model, considering that car price prediction depends on a variety of diverse and complex variables.    

 

 

2. METHOD  

This research uses stacking ensemble techniques that combine prediction results from Artificial 

Neural Networks (ANN) and Random Forest Regressor models. The stages in this research include data 

collection, data processing, ANN and Random Forest model training, and combining prediction results through 

ensemble stacking. Figure 1 shows the flow chart of the stages of this research. 
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Figure 1. Research Methods 

Data Collecting 

The approach suggested in this research was created using the Python programming language, which 

is supported by Google Collaboratory. The dataset is taken from the official kaggle website and is in csv form. 

The data collection stage is performed by downloading it through a publicly accessible platform, Kaggle. The 

data set can be accessed via the URL: https://www.kaggle.com/datasets/yashpaloswal/ann-car-sales-price-

prediction. The data set consists of 500 data with 9 features.  The features in the dataset include customer name, 

customer email, country, gender, age, annual salary, credit card debt, net worth, number of car purchases. The 

data set was then saved to Google Drive so that it could be called into Google Collaboratory. In the early stages, 

the researchers connected Google Collaboratory with Google Drive containing the datasets used.  

 

Pre-processing Data 

Data preprocessing was carried out by deleting several columns that were not needed, such as the 

customer’s name, customer e-mail, country and gender columns. The techniques used in this process are Data 

Clearning. Data cleaning is applied to remove irrelevant attributes, so that the dataset becomes simpler and is 

focused on important features. 

Feature selection is performed to select the most relevant features for the model. This research uses 

Recursive Feature Elimination (RFE) with the Random Forest model. The results of the feature selection show 

that the age, annual salary, and net worth columns are the selected features, while the credit card debt column 

is still included to improve the model prediction. Subsequently, a separation was made between the features or 

inputs consisting of the age, annual salary, credit card debt, and net worth columns and the target or output 

consisting of the column of number of car purchases. After that, a separation is made between the features or 

inputs consisting of age, annual salary, credit card debt, and net worth columns, and the target or output 

consisting of the number of car purchases column. 

The data are then scaled using MinMaxScaler to ensure that the feature values are within the same 

range to maintain model performance. MinMaxScaler is a data normalization method that converts data into a 

range of 0 and 1. The calculation in MinMaxScaler is shown in the Formula (1). 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 

(1) 
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Explanation: 

X : original value of the data 

Xmin : the minimum value of the feature 

Xmax : the maximum value of the feature 

Xscaled : normalized data value 

 

Visualization and Scaling of Data 

To help to understand the features of the data being used, data visualization is done [24]. Each 

numerical feature in the data set receives a histogram from the program, which in this case employs the seaborn 

and matplotlib libraries. This histogram gives us a broad picture of the distribution and distribution of data for 

each attribute, enabling us to determine whether the data contain outliers, skewness, or specific patterns. We 

can utilize this representation to aid in our early understanding of the dataset that will be used. Additionally, 

data scaling is done to keep the scales consistent and uniform for all the dataset features. Data scaling is done 

using MinMaxScaler from sklearn. Scaling is done by converting each feature value into a range of 0 to 1, 

thereby ensuring that all features have a similar scale. 

 

Split Train Data and Test Data 

Split training data and test data using train_test_split [24]. Separated data was carried out with a ratio 

of 8: 2, where train data = 0.8 and the test data = 0.2. Dividing the data into two separate groups based on a 

specified proportion ensures that the original data is fairly represented in both groups. 

 

Artificial Neural Network 

Artificial neural network (ANN) is a machine learning algorithm that mimics the way the human brain 

processes information [3]. ANN forkflow can be seen in Figure 2. 

 

 
Figure 2. ANN work flow [25] 

ANN consists of several layers of neurons, namely the input layer, the hidden layer, and the output 

layer. To obtain a non-linear pattern, the input for each neuron is multiplied by its weight, summed with the 

bias, and processed through an activation function such as ReLU, sigmoid, or tanh in the hidden layer. The 

output of each neuron is calculated using formula (2). 

 

𝑦 = 𝑓 =∑𝑤𝑖𝑥𝑖

𝑛

𝑖=𝑖

+ 𝑏 

 

(2) 

Explanation: 

xi : input to the neuron (features of the data) 

wi  : weight for each input 
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b : bias added to shift the activation 

f : activation function such as ReLU, sigmoid, or tanh 

y : output of the neuron 

 

The model is trained using the backpropagation technique to update the weights by gradient descent 

optimization to reduce the mean squared error (MSE) loss function. The weights are updated every iteration 

until convergence, which is indicated by the minimization of the error between the prediction and the actual 

target. 

The training of the ANN model was carried out for 50 iterations (epoch), 20% of the training data 

serving as validation data. The training optimizes the model weights based on the loss function 

mean_squared_error and updates them iteratively. After training the ANN model, history_ann contains the 

training history, performance metrics, and loss at each epoch. This can be used to analyze and visualize changes 

in model performance during training. 

 

Random Forest 

Random Forest is an ensemble model algorithm that combines the results of multiple decision trees 

to improve prediction and reduce overfitting. RF can be used to classify regression problems and classify sets 

of methods [26].  Random forest workflow can be seen in Figure 3. 

 

 
Figure 3. Random forest workflow [27] 

The algorithm works by building a number of decision trees on a random subset of the training data 

and then taking the average of each tree's predictions to produce the final prediction in the regression. A 

bagging technique (Booststrap Aggregating) is used to train each tree in the random forest. Generate the final 

prediction in the random forest regression model is shown in Formula (3). 

 

�̂�𝑅𝐹 =
1

𝑇
∑�̂�(𝑡)
𝑇

𝑡=1

 (3) 

 

Explanation: 

�̂�𝑅𝐹 : the final prediction of random forest 

T : total number of trees (decision tree) 

�̂�(𝑡)  : prediction of the decision tree to 𝑡 
 

The Random Forest model uses the RandomForestRegressor function, this model was trained with 

100 decision trees. The random_state parameter is set to 0 to ensure consistent results every time the code is 

run. This model is trained using train data. Random forest builds a regression model by examining the 

correlation between the target value y_train and the feature x_train during the training phase. Once the model 

is trained, it is used to predict the values in the test data. 

 

Ensemble Model 
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Stacking is one of the ensemble learning techniques that aims to improve prediction performance by 

combining the results of several different models. In this study, the stacking ensemble combines the prediction 

results of the ANN and RF models using the RandomForestRegressor. When the prediction results of the two 

models are merged, it increases the variety and complexity of the features used by the ensemble model. Then 

test using the train data.  

Predictions from the ensemble model using the random forest regression model. The ensemble model 

can improve overall performance by utilizing the predictive power of both models with these additional 

features. After combining the prediction results from the ANN and RF models as additional features, the next 

step is to make predictions using the RF ensemble model that has been created. 

 

Evaluation 

Calculate the R2 score from the prediction results of the ensemble model by calling the r2_score 

method from sklearn. The R2 score is used to evaluate the performance of the ensemble model. The formula 

for the R2 score is shown in Formula (4). 

 

𝑅2 = 1 − (
𝑆𝑆𝑅

𝑆𝑆𝑇
) = 1 −

∑ (𝑦𝑖 − �̂�𝑖)2𝑖

∑ (𝑦𝑖 − �̅�)2𝑖
 (4) 

 

SSR (Sum of squared residuals) is the sum of squares between the true value (yi) and the predicted 

value i for each sample. The SSR indicates how much variability the model cannot explain. The smaller the 

SSR, the better the regression model explains the variation in the data. SST (Total Sum of Squares) is the sum 

of the squares of the difference between the true value (yi) and the mean value (�̅�) for each sample. SST 

measures the total variation in the data without considering the model. A higher level of SST indicates that the 

variation in the data that needs to be explained by the model is greater. R2 score i.e., the R2 value, also referred 

to as the coefficient of Determination, is the percentage of variation in the data that can be explained by the 

model. The R2 score is calculated by dividing SSR (the sum of the squares of the difference between the true 

values) by SST (the total sum of the squares of the errors of the average model) and then subtracting 1. A value 

of 0 indicates that the model does not explain the variation in the data well, while a value indicates that the 

model does explain the variation in the data well.  

 

 

3. RESULTS AND DISCUSSIONS  

Data collection, data analysis, and problem identification are all necessary components of this study 

to locate useful information in the data set and to better comprehend the data that will be used. The dataset 

used in this research comes from Kaggle, namely ANN-Car Sales Price Prediction in CSV format. The data 

contains 500 rows and 9 columns consisting of customer name, customer email, age, annual salary, credit card 

debt, and net worth.  

Data analysis was carried out to gain insight from the data by visualizing four numerical columns: 

age, annual salary, credit card debt, and net worth. The age distribution appears normal, with the majority of 

customers around 40 years old. The annual salary also has a symmetrical distribution, with most customers in 

the $60,000 to $80,000 salary range. Credit card debt shows a range of $10,000 to $20,000 and most customers 

have a net worth of around $400,000. The required columns are age, annual salary, credit card debt, and net 

worth, which can be seen in Figure 4. 
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Figure 4. Required features 

  The proposed ANN model has 171 parameters that can be examined. The predefined model structure 

is associated with this number of parameters. In this model, there are three dense (fully connected) layers, 

namely dense_23, dense_24, and dense_25. Each layer contains a number of neurons. In the ANN model, there 

are 50 epochs that have been run. The model examines the training data and changes its weights each time to 

reduce the loss function. When model training is performed on the training data (x_train and y_train), the loss 

indicates how well the model predicts the target value so that it matches the actual value at each iteration. In 

the first epoch, the training loss is 2028900736.0000 which continues to decrease each subsequent period. Each 

epoch when model validation are performed on data that is 20% of the training data. This is done to ensure the 

performance of the model on data that are not used during training. The validation loss is 2161087232.0000 in 

the first epoch and will decrease in every subsequent epoch. The layers of the Artificial Neural Network (ANN) 

model for predicting car sales prices using TensorFlow-Hard are shown in Table 1. 

 

Table 1. ANN layers 

Layer (type) Output Shape Param # 

dense_23 (Dense) (None, 10) 50 

dropout_10 (Dropout) (None, 10) 0 

dense_24 (Dense) (None, 10) 110 

Dropout_11 (Dropout) (None, 10) 0 

dense_25 (Dense) (None, 1) 11 

Total params: 171 

Trainable params: 171 

Non-trainable params:0 

  

 

  In this study, the results obtained by the research model of combining ANN and the random forest 

regressor using a stacking ensemble will be compared with existing research models. The model comparison 

can be seen in Table 2. 
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Table 2.  Comparison with previous research 
Author Year Method R2 

Mustapha Hankar [17] 2020 Gradien Boosting 0.80 

Muhammad Asghar [18] 2021 Linear Regression     0.90 

Snehit Shaprapawad [19] 2023 Support Vector Regressor 0.95 

Aravind Sasidharan Pillai [20] 2022 Artificial Neural Network 0.96 

Proposed Method 2024 Stacking Ensemble 0.97 

 

  In this research, the stacking ensemble is used to combine the prediction results of the ANN model 

with the prediction results of Random Forest. The results show information about the model evaluation process. 

The test data was processed with 13 iterations, each taking about 2 milliseconds per iteration. This research 

used the ensemble stacking technique to combine the predictions of ANN and Random Forest, which resulted 

in an R2 value of 0.97. The results of the R2 score obtained indicate that this ensemble stacking model has better 

prediction capabilities compared to models in previous studies. 

 

 

4. CONCLUSION  

In this study, the use of an ensemble stacking model that combines Random Forest Regression and 

Artificial Neural Network (ANN) to predict used car price was successfully demonstrated in this study with an 

R² score of 0.97. Compared to the models in previous studies, this combination of ensemble stacking models 

shows better performance. The ANN model excels in handling nonlinear relationships, and Random Forest is 

able to handle data variations and outliers well. This shows the ability to improve R2 scores by using ensemble 

stacking techniques. Although these results show the high effectiveness of the stacking ensemble model, it is 

recommended for future research to explore other combinations of ensemble techniques and perform 

evaluations using larger and more diverse datasets. This can help improve the predictability and generalizability 

of the model, as well as ensure its reliability in wider practical applications. 
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