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 Cancer is currently one of the leading causes of death worldwide. One of the 

most common cancers, especially among women, is breast cancer. There is a 
major problem for cancer experts in accurately predicting the survival of 

cancer patients. The presence of machine learning to further study it has 

attracted a lot of attention in the hope of obtaining accurate results, but its 

modeling methods and predictive performance remain controversial. Some 
Methods of machine learning that are widely used to overcome this case of 

breast cancer prediction are Backpropagation. Backpropagation has an 

advantage over other Neural Networks, namely Backpropagation using 

supervised training. The weakness of Backpropagation is that it handles 
classification with high-dimensional datasets so that the accuracy is low. This 

study aims to build a classification system for detecting breasts using the 

Backpropagation method, by adding a method of forward selection for feature 

selection from the many features that exist in the breast cancer dataset, because 

not all features can be used in the classification process. The results of 

combining the Backpropagation method and the method of forward selection 

can increase the detection accuracy of breast cancer patients by 98.3%. 
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1. INTRODUCTION 

  Cancer is currently one of the leading causes of death worldwide. One of the most common cancers, 

especially among women, is breast cancer. Breast cancer is the second leading cause of death due to cancer in 

women currently [1]. Breast cancer cases in women in developed countries are less than in developing 

countries, namely 794,000 cases, while in developing countries there are 833,000 cases. In developing 

countries, cancer is plaguing most people, and the 5-year survival rate of cancer is only 40.5% [2]. Breast 

cancer is cancer that forms in breast tissue. This cancer occurs when cells in the breast tissue grow 

uncontrollably and take over the healthy and surrounding breast tissue [3]. This heterogeneous disease is 

determined by molecular types and subtypes [4]. The hormonal risk for the development of BC is a well-proven 

fact, predominantly through the estrogen and progesterone receptors [5].  

Recent advances in cancer research and diagnostics have largely depended on new developments in 

microscopic or molecular profiling techniques, offering a high level of detail concerning special molecular 

features [6]. There is a major problem for cancer experts in accurately predicting the survival of cancer patients. 

The presence of machine learning for further study has attracted a lot of attention in the hope of obtaining 
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accurate results, but the modeling method and its predictive performance remain controversial [7]. Predicting 

the recurrence of breast cancer with the use of machine learning algorithms allows doctors to access a large 

number of medical records regarding this cancer [8]. 

At this time the health sector has been supported by technology that is able to visualize and predict a 

patient’s condition [9]. Several methods of machine learning are widely used to solve breast cancer prediction 

cases, especially classification algorithms including neural network [10], Naive Bayes [11][12]. The Naive 

Bayes model works on  the  Bayesian  algorithm  which  classified  the  data  by  probability  and  statistical  

modeling [13]. Another method are Support Vector Machine (SVM) [14][15][16], and Backpropagation Neural 

Network [17]. Naive Bayes has the advantage of being simple but has high accuracy even though it uses not a 

lot of data, while SVM has the advantage of solving linear and non-linear classification and regression 

problems which can become a learning algorithm capability for regression and classification, but  the Support 

Vector Machine (SVM) are not efficient in training large-capacity data [18]. Backpropagation has advantages 

over other Neural Networks, namely Backpropagation using supervised training [19]. 

Backpropagation is one of the methods of Artificial Neural Networks, which is capable of solving a 

problem. Backpropagation architecture is one of several ANN architectures that can be used to study and 

analyze past data patterns more precisely to obtain a more accurate output [20]. This method has been widely 

and successfully implemented in various applications, such as performance evaluation, location determination, 

and pattern recognition. The implementation of the Backpropagation algorithm goes through 2 processes, 

namely the process training and testing [4]. 

The majority of classification algorithms have weaknesses in handling classification with datasets that 

have class imbalance [21]. Several studies also show that researchers often do not pay attention to the 

distribution balance in the dataset class which causes difficulties in the classification algorithm used [22]. High-

dimensional data is one of the obstacles in the application of machine learning and data mining techniques 

because it will have a negative effect on the analysis process [23]. One effort to reduce the features of high-

dimensional data is to use feature selection. There are several feature selection methods that are widely 

recommended by world researchers, one of which is Forward Feature Selection [24]. 

Based on this background, this research was conducted to create a program that is able to optimize 

the classification of breast cancer using the Forward Feature Selection-Backpropagation ANN method. Where 

the Forward Feature Selection method is used to reduce data features by selecting several features to be used, 

so that the classification becomes optimum or gets a high accuracy value. 

 

2. METHOD  

The research conducted is designed coherently. To obtain effective research results. The steps for this research 

are a series of structured and planned processes to effectively achieve the aims of this research. The following 

steps were carried out for this research as shown in Figure 1.  

 
 Figure 1. Research framework 



J. Soft Comput. Explor. p-ISSN: 2746-7686 | e-ISSN: 2746-0991  

Optimization of breast cancer classification using feature selection … (Jumanto) 

 

 

 

 

107 

The first stage in this research is data collection. The data used is the Wisconsin Breast Cancer 

(Diagnostic) Data Set. Data obtained from UCI Machine Learning Repository which has 569 cases, 2 classes 

(Malignant and Benign). The number of Benign classes is 357 and Malignant is 212. The next stage is the 

preprocessing stage. The preprocessing stages used in this research are data transformation, data normalization, 

and Forward Feature Selection. Data transformation is done using Label Encoder to convert categorical data 

into numerical data. Furthermore, data normalization was performed using the Min-Max Scaler method. This 

study divides the data into training data and testing data with a ratio of 80:20. 

Furthermore, Forward Feature Selection is carried out using the Random Forest algorithm. Random 

Forest is done by merging trees (trees) by conducting training on the sample data owned. The Random Forest 

Algorithm is shown in Figure 2. 

 

 

Figure 2. Random forest algorithm 

The next step is to classify using Backpropagation ANN. Backpropagation is one of the methods of 

an artificial neural network which is a supervised learning training method with a multi-layer network and has 

a special feature of minimizing errors in the output generated by the network. This classifier works by 

performing two calculation stages, namely forward calculations which will calculate the error value between 

the system output value and the correct value, and backward calculation to correct the weight based on the 

error value. The Backpropagation algorithm can be shown in Figure 3. 
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Figure 3. Backpropagation algorithm ANN training 
 

The next step is to classify using Backpropagation ANN. Backpropagation is one of the methods of 

an artificial neural network which is a Supervised Learning training method with a multi-layer network and 

has a special feature of minimizing errors in the output generated by the network. This classifier works by 

performing two calculation stages, namely forward calculations which will calculate the error value between 

the system output value and the correct value and backward calculation to correct the weight based on the error 

value. 

 

3. RESULTS AND DISCUSSIONS  

This stage contains the results of the research stages based on the research framework. The stages of 

the research consist of collecting data from the UCI Machine Learning Repository. The next stage is data 

preprocessing with the Forward Feature Selection process and then classification using the Backpropagation 

ANN method. The last stage is performance evaluation based on the accuracy of the method applied using the 

Confusion Matrix.  

The classification process is carried out after going through the data preprocessing stages. 

Classification is a process to determine an item from the dataset into a class label. The classification process is 

carried out using the Backpropagation ANN method on the dataset with the distribution of training data and 

testing data of 80:20. The dataset used in this study is the Wisconsin Breast Cancer (Diagnostic) dataset. After 

performing the classification process, the accuracy of the classification of the Wisconsin Breast Cancer 

(Diagnostic) dataset was obtained. The results are then carried out by the accuracy testing process with the 

confusion matrix method shown in Figure 4. Based on Figure 4 below, the results show an accuracy of 98.3%. 

And the Confusion Matrix is True Positive (TP) = 47, True Negative (TN) = 65, False Positive (FP) = 2, and 

False Negative (FN) = 0. 
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Figure 4. Accuracy and confusion matrix 

4. CONCLUSION 

Based on the testing results that have been carried out, it shows that the Forward Feature Selection-

Backpropagation ANN method obtains an accuracy of 98.3%. Although the accuracy resulting from this study 

is lower than the previous study using Neural Networks with an accuracy of 99.20%, but the use of the Forward 

Feature Selection-Backpropagation ANN method in this study can be used to optimize the accuracy of breast 

cancer classification because it has best accuracy. 
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