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 COVID-19 has become an ongoing disease pandemic across the globe. The 

need for information makes social media such as twitter a place to exchange 

information. This tweet can be used to see public sentiment towards COVID-

19 in Indonesia. Sentiment analysis classifies opinions from tweets that have 

been processed and classified into different sentiments, namely negative, 

neutral, or positive. The aim of this paper is to find the algorithm that has the 
best accuracy. The researcher proposes to compare the K-Nearest Neighbors 

(KNN) and decision tree algorithms to be used in the classification of 

sentiment data from tweets related to COVID-19 that took place in 

Indonesia. The results of the evaluation of performance metrics concluded 
that the decision tree algorithm has a higher level of accuracy than KNN. 

Decision tree produces accuracy = 0.765, error = 0.235, recall = 0.76, and 

precision = 0.767 which is better when compared to KNN which produces 

accuracy = 0.69, error = 0.31, recall = 0.66, and precision = 0.702. 
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1. INTRODUCTION  

The COVID-19 pandemic in Indonesia is part of the 2019 coronavirus disease (COVID-19) 

outbreak caused by severe acute respiratory coronavirus syndrome 2 (SARS-CoV-2) defined by the World 

Health Organization (WHO) as a pandemic global event that has taken place around the world [1], [2]. The 

COVID-19 pandemic is putting pressure on the entire world, and it has already claimed thousands of lives in 

the different pandemic-affected nations [3]. Its impact has spread in various sectors of life, not only in the 

health sector but also in the economy, government, higher education [4] and nternational travels were 

suspended [5]. 

Artificial intelligence contributes to effective text processing and extracting information regarding 

human concerns with respect to patients and cases of death during and after the pandemic that can determine 

epidemic prevention COVID-19 [6]. Social media has a significant impact on daily life because it links users 

to the outside world [7]. Social media can be used as a source of public opinion on various aspects of 

controversial issues such as COVID-19 [8]. COVID-19 is becoming one of the important topics or trends that 

are of concern to the public on various social media. Twitter is one of the social media that contains 

sentiments that can be obtained easily and quickly [9]. With more than 200 million active users and 10.6 

billion tweets sent worldwide. Twitter itself has grown to be one of the most widely used social media 

platforms [10]. Twitter limits the number of characters in tweets and posts. This makes tweets or posts posted 

by users contain messages that are shorter, denser, and clearer so that users are more concise in providing 
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information or opinions [11]. The freedom to take advantage of the Twitter social network offers users the 

opportunity to write tweets, comments, or feedback expressing their information or opinions about the 

COVID-19 pandemic situation [12]. This tweet can be used to see public sentiment towards the handling of 

COVID-19. 

Sentiment analysis related to public opinion is useful for aligning opinions for the community in 

assessing an issue or relevant information. Sentiment analysis aims to find opinions about certain entities that 

are based on and assessed at the level of documents, sentences, or words [13], [14]. Sentiment analysis from 

Twitter should focus on classification problems, where inputs on sentiment mining are classified as positive 

or negative [15]. Positive sentiment expresses a good opinion in a context; negative sentiment expresses a 

bad opinion in a context; while neutral sentiment states things that do not support good or bad. The text 

mining technique is used in the process of sentiment analysis [16]. Text mining takes place by analyzing 

large amounts of text from tweets, finding patterns, and extracting possible information from the text [17]. 

The algorithms used in conducting sentiment analysis in this study are KNN and decision tree to find out 

which classifier gives the best results in terms of accuracy, precision, and recall. The results of this study will 

provide an overview to the general public on whether COVID-19 tends to a positive or negative opinion as 

well as compare the accuracy of the two KNN algorithms and Decision Tree. 

 

2. METHOD  

In this paper, the research methodology is carried out through several stages, including identification 

of problems and solutions, proposed methods, and finally evaluation and conclusions. The steps taken are 

used to process Twitter data related to COVID-19 in Indonesia to get the results of sentiment analysis 

classified using the decision tree algorithm and KNN. Figure 1 shows the research methodology in this study. 

 

 
Figure 1. Research method flow 
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2.1. Problem identification and solution 

At the stage of identifying problems and solutions, researchers identify problems with Twitter users 

who provide comments or comments. At this stage, a literature study is carried out regarding the selection of 

algorithms and how to apply them. Next, determine the solution to the problem. Finally, the aim of the study 

is to compare the results with the accuracy of the two K-Nearest-Neighbors (KNN) and decision tree 

algorithms regarding public opinion sentiment regarding COVID-19 in Indonesia. 

 

2.2. Pre-processing data 

In the proposed method stage, the researcher collects data from Twitter. After classification, then 

preprocessing is carried out on the data , including data cleansing, folding cases, tokenization, stop words 

removal, and stemming Fitri and colleagues (2019).  

• Data cleansing is the cleaning of irrelevant tweet data so that it becomes relevant data. 

• Folding case is the process of changing words into the same form, for example, lowercase or 

uppercase letters. 

• Tokenization means dividing the sentence into several parts called tokens. Tokens can be formed 

from words, phrases, or other meaningful elements. 

• Stop word removal is the removal of words that are common and often used but do not have a 

significant effect in sentences. The Twitter messages correspond to a list of stopwords containing 

stopwords in Indonesian such as (and), (or), etc. 

• Stemming , which is the process of getting basic words by removing affixes and suffixes . 

 

2.3. Processing data 

Data representation into numerical form, data having to share into training data and test data, and 

data grouping to determine the variables to be used are all processes involved in data processing [18]. At the 

data processing stage, researchers took a total of 1,000 data points to be carried out in the classification 

process. where the data consists of 500 positive sentiments and 500 negative sentiments. Before performing 

the classification, it is necessary to determine the portion ratio between the training data and the testing data. 

In this study, the random state was determined to be 0.2, which means that the portion of the comparison 

between the training and testing data is 20% of the testing data and 80% of the training data. After that, the 

classification process is carried out using two algorithms, namely KNN and decision tree.  

Decision trees are a method that is quite efficient at making data classifiers. The decision tree has a 

flowchart-like structure that resembles a tree, where each internal node tests an attribute, each branch 

represents the test results, and each terminal node represents a class label. While the node at the top of the 

decision tree is the root node [19]. The KNN algorithm itself has a fair amount of accuracy. The KNN 

algorithm itself has a fair amount of accuracy [20]. The KNN algorithm classifies by comparing unknown 

data points with similar training data points, measured by the Euclidean distance. Attribute values are 

normalized to prevent attributes with larger ranges from exceeding attributes with smaller ranges [21]. The 

Euclidean distance metric calculation is used with the number of neighbors, or the K value, of 3. After the 

classification of the 2 classification algorithms is carried out, an evaluation is carried out to determine the 

performance of the KNN algorithm and decision tree. 

 

2.4. Evaluation or conclusion 

At this stage, the testing/evaluation process is carried out to determine the performance of each 

algorithm. In this research, the testing method is 10-fold cross-validation. Cross-Validation (CV) is a 

statistical method that can be used to evaluate the performance of a model or algorithm where the data is 

separated into two subsets, namely learning process data and validation/evaluation data. The model or 

algorithm is trained by the learning subset and validated by the validation subset [22]. Furthermore, the 

selection of the type of CV can be based on the size of the dataset. The CV k-fold test is used because it can 

reduce computation time while maintaining the accuracy of the estimate. After conducting testing 

performance metrics, a confusion matrix for count score accuracy was generated. The confusion matrix can 

visualize the performance of an algorithm, especially the model algorithm of the classification that is carried 

out when making a prediction, so that it can provide knowledge not only about errors made in classification 

but also about errors made. In classifiers, there is always something called a "false statement. For example, a 

sentence is declared negative even though the sentence is a positive sentence, or a sentence is declared 
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neutral even though the sentence is a positive/negative sentence, and a positive sentence is declared negative, 

which can be seen in Table 1. 

  

Table 1. Classification for performance evaluation 
Classification 

Category 
Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 

In evaluating the performance of the metrics, the accuracy, error rate, recall (sensitivity), precision, F-

Measure, False Positive Rate (FPR), False Negative Rate (FNR), and specificity values are calculated. 

 

 

3. RESULTS AND DISCUSSIONS 

The data used in this study is a data set from Twitter social media with comments on the COVID-19 

discussion in Indonesia. The keywords used are hashtags that are within the scope of the cases discussed. The 

data used is relevant data that has been cleaned, namely 1000 comments. The data is manually labeled as 

positive and negative sentiment. There are several examples of manual labeling of tweets with different 

sentiments, which can be seen in Table 2. 

 

Table 2. Sentiment labeling on tweets 

Tweet Sentiment 

Let's work together to help the government break the chain of covid-19 and 
break the chain of hatred. So that Indonesia can return to normal 

Positive 

The first is because many Indonesian people underestimate it, the second 

the government is less firm and less alert in dealing with this covid-19 
Negative 

Yes, this may be the effect of the government's unpreparedness from the 
start to prevent the COVID-19 virus from entering Indonesia. Moreover, 

the handling is still chaotic in areas. Hopefully everything ends and returns 

to normal 

Negative 

What Indonesia needs right now is the moral support of all the people for 
the front groups and the government, both central and regional. God 

willing, all government decisions can reduce the spread of COVID-19. 

Positive 

Indonesians are not stressed because they think about covid-19 but think 

about the government which is not firm and does not have one voice. 
Negative 

For all Indonesian people. We should stay at home following the advice of 

the government. To be able to break the chain of covid-19 if we all stay at 
home consistently. God willing, this plague will end quickly, and we can 

all welcome the month of Ramadan. 

Positive 

 

From the dataset processed with 1000 data consist of 500 negative sentiments and 500 positive 

sentiments, the data is then split for validation with a ratio of 80:20. Classification is carried out on each of 

the KNN and Decision Tree algorithms so that the accuracy values of the two algorithms can be compared. 

From the classification, the TP, FN, FP, and TN values for each algorithm can be seen in Table 3. 

 

Table 3. Classification results 

Algorithm TN FP FN TP 

KNN 72 28 34 66 

Decision Tree 77 23 24 76 
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The results of the performance evaluation of the KNN and decision tree algorithms can be seen in Table 4. 

 

Table 4. Results of evaluation of performance metrics 

Performance Metrics KNN Decision Tree 

Accuracy 0.69 0.765 

Error rate 0.31 0.235 

Recall 0.66 0.76 

Precision 0.702 0.767 

F-Measure 0.680 0.763 

FPR 0.28 0.23 

FNR 0.34 0.24 

Specificity 0.72 0.77 

 

According to the metric performance evaluation results, the decision tree algorithm has a higher 

level of accuracy than KNN. The decision tree achieves accuracy = 0.765, error = 0.235, recall = 0.76, and 

precision = 0.767, which is superior to KNN's accuracy = 0.69, error = 0.31, recall = 0.66, and precision = 

0.702. The results of the comparison of the accuracy of the two algorithms can be seen in Figure 2. 

 

 
Figure 2. Comparison diagram of accuracy results between KNN and decision tree 

 

 

4. CONCLUSION  

Based on the sentiment dataset from Twitter about COVID-19 in Indonesia by Twitter users from 

1000 test data, consisting of 500 comments with positive sentiments and 500 comments with negative 

sentiments. Here it can be concluded that the decision tree algorithm is considered better and more effective 

than the KNN algorithm for analyzing public opinion sentiment regarding COVID-19 in Indonesia. Based on 

the results of the accuracy of the decision tree algorithm, the algorithm has a higher level of accuracy than 

KNN. The decision tree produces accuracy = 0.765, error = 0.235, recall = 0.76, and precision = 0.767, which 

is better than KNN, which produces accuracy = 0.69, error = 0.31, recall = 0.66, and precision = 0.702. So it 

can be concluded that the decision tree algorithm has better accuracy than KNN because it is used for 

classifying public opinion related to COVID-19 in Indonesia on Twitter social media. 
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