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The increasing competition among Middle-Class Micro Enterprises 
(MSMEs) is a problem because business actors must improve techniques and 

strategies to maintain customer satisfaction, and the number of customers 

continues to increase. Customers are an essential asset for the company. To 

maintain customer loyalty with promising prospects for the company, a 
strategy is needed to support this. Strategies such as service prioritization can 

be used to maintain customer loyalty. This research was conducted to 

classify customers who are estimated to have good prospects for the 

company so that service priorities are not mistargeted by utilizing 1683 data 
from store By.SIRR, a fashion store in Semarang, Indonesia contains five 

attributes, and customers are classified and are estimated to have promising 

prospects for the company. Data mining methods use the C4.5 and K-Means 

algorithms to classify the classification process. The research resulted in the 

grouping of customers into four categories: potential lover, flirting, faithful 

lover, and spiritual friend. From the validation test conducted using the 

Confusion Matrix Validation method, the classification results get an 

Accuracy of 97.70%.  
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1. INTRODUCTION  

  The magnitude of the growth of the MSME sector in Indonesia certainly raises the existence of tight 

business competition among MSME actors. Increased competition among MSMEs requires efforts to 

improve techniques and strategies to maintain customer satisfaction levels to continue to increase [1]. 

Maintaining customer satisfaction is one way that customers are not lost because losing customers reduces 

sales results and increases the cost of the need to attract new customers. Research shows that the cost of 

acquiring new customers is estimated to be 5 to 6 times greater than retaining existing customers [2]. 

  Customers are assets for the company, and of course, each customer has different preferences [3]. 

To maintain customer loyalty to the ongoing MSME business, business actors can provide priority services 

according to customer needs. The application of priority service certainly cannot be given to all customers 

because high costs are needed to reduce costs if it is applied to all customers. This implementation will only 

target potentially profitable customers, so it is necessary to identify customers who have the potential to 

provide benefits for MSME businesses so that they are loyal and loyal. Loyal to the SME business. 

https://creativecommons.org/licenses/by-sa/4.0/
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  A model is needed to analyze the level of potential customers that becomes a reference for the 

implementation of service priorities to maintain their loyalty [4]. In this study, the data mining algorithm 

used is the Decision Tree algorithm. K-Means algorithm to segment customers so that their potential level 

can be measured. The level of potential customers will be added as an attribute to help classify loyalty with 

the C4.5 Algorithm so that the accuracy of the C4.5 Algorithm will be better [5][6]. 

  The Decision Tree algorithm used in this study is the C4.5 Algorithm. The C4.5 Algorithm is one of 

the algorithms used to classify data with numeric and categorical attributes [7]. The C4.5 Algorithm is 

considered easy to understand because it is a derivative of an interpretation algorithm that is very easy to find 

parameter settings to build a model accurately [8]. In this study, customers will be segmented with the K-

Means algorithm based on customer payment information to measure the level of potential customers. The 

next step is that the C4.5 Algorithm will classify each segment and attribute so that the accuracy of the C4.5 

Algorithm will be better and provide predictions at a better level of accuracy than before segmentation [9]. 

  C4.5 is often applied with the K-Means algorithm [10]. K-Means is an optimization algorithm used 

to improve the quality of the parameters that will be used in the clustering process [11]. A dynamic function 

is required for a set of parameters that affect clustering performance improvement [12]. In previous research, 

the K-Means algorithm had a weakness, namely in determining the number of clusters [13]. One good 

method for determining the number of clusters is the Elbow Method [14]. This method is used in cluster 

analysis for interpretation and performance testing of the consistency of the right number of clusters by 

testing the SSE value. At some point, the graph will descend significantly into a curve called the angular 

criterion. This value then becomes the best value of k or the number of clusters [15]. 

  Therefore, this study aims to classify the potential value of customers by segmenting customers 

using the K-Means algorithm based on the LRFM model (Length, Recency, Frequency, and Monetary). This 

study focuses on classifying potential customers at store By.SIRR uses the C45 Algorithm, more widely 

known as the Decision Tree, by utilizing the LRFM model in determining attributes and using the K-Means 

algorithm, and using the Elbow method to determine the best cluster in its segmentation so that business 

owners can provide priority of service to them to maintain their loyalty. 

 

2. METHOD 

The research method is the steps used as a reference in researching so that the implementation of 

research can be justified scientifically. The following are the methods used in compiling this research: 

1. Create Labels on data so that data is easy to classify [16]. 

2. Select data according to attributes L, R, F, and M 

LRFM model is one of the most common segmentation methods that can identify customer value 

in a company with 3 variables: novelty, communication, and monetary [17]. In this study, L, R, F, 

and M attributes have different meanings. L is the Length, in this case, it represents the length of 

the interval between the initial transaction and the customer's final transaction in a certain period. 

R is Recency, which is the last date the customer made the transaction to the company. The period 

taken in this study is data from January to April. F is the Frequency which in this case means how 

often customers make transactions at the By.SIRR store in the period from January to April. 

Furthermore, M is monetary, which in this case means how much money customers have spent 

from January to April. 

3. Calculating customer's L, R, F, and M values. 

4. Calculating LRFM score 

The LRFM score is obtained by adding up the values of L, R, F, and M 

5. Standardization of data because the difference in data between L, R, F, and M is very far, so it 

needs to be standardized to the same scale. Standardization is converting the values of a feature so 

that these values have the same scale. This standardization process uses the standard scaler in the 

SKLearn library. In the standard scaler, there is a fit function to calculate each attribute column's 

average and standard deviation to be used in the transform function. The transform function is 

used to apply a standard scaler to the data. 

 

6. Segmentation with K-Means clustering for k=1 to k=n 

K-Means is one of the clustering algorithms commonly used to group data according to similar 

characteristics, and grouping the data can be called a cluster [18]. K-Means training is carried out 
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on each input vector to be mapped to the nearest weighted cluster [19]. K-Means that use the 

winning weights and all their neighbors to be dynamically updated by the objective function 

require optimization techniques based on the input data. [20]. The stages in the K-Means 

segmentation method are as follows: 

1) Determine the number of clusters, 

Choose the best cluster based on the Elbow method. The Elbow method is used to 

determine the number of clusters of a data set, identifying the clusters in such a way that 

the total internal variation (the total number of variances in the cluster or the sum of the 

squares of the clusters) is minimized [15]. This method is a visual method that starts 

with k = 2 and increases at each step by adding 1 to the value of k. At the value of k = 3, 

if there is a strong chance that is inversely proportional to the previous value, the value 

before the change is considered the most appropriate number of clusters [21]. 

2) Choose the initial centroid at random according to the number of clusters, 

3) Calculate the distance of the data to the centroid with the following Euclidean distance 

formula (1): 

𝑑𝑥𝑦 = √∑ (𝑥𝑖 − 𝑦𝑖) 𝑛 2 𝑖 = 1    (1) 

4) Update the centroid by calculating the average value in each cluster, 

5) Return to stage 3 if there is still data that moves clusters or changes in the centroid 

value[22]. 

6) Create customer segmentation with K-Means Clustering based on L, R, F, and M 

values. In creating customer segmentation, the L, R, F, and M values are processed into 

the same scale and then normalized to 0 so that the value can be maintained for the next 

process. After that, check the skewness of each value of L, R, F, and M. If so, then a 

transformation is carried out to get a normally distributed variable. After that, clustering 

was carried out using K-Means. 

7) Classification using decision tree 

In classifying using the decision tree algorithm. The remaining attributes that will be 

used for the classification of customer loyalty are Loyalty, StockCode, Description, 

Country, and Cluster. Then classification without k-means, the attributes are Customer 

ID, Loyalty, StockCode, Description, Quantity, InvoiceDate, Price, Country, TotalPrice, 

and Date. 

8) Classification results were tested with a confusion matrix using the RapidMiner tools. 

Confusion Matrix can be used to measure algorithm performance in the world of data 

mining. This is a common method for calculating accuracy [23]. 

 

3. RESULTS AND DISCUSSIONS  

  This study uses sales data at the By.SIRR Store, which contained 1683 data with 8 attributes in it. 

The attributes are Invoice, Stock Code, Description, Quantity, Invoice Date, Price, Customer ID, and 

Country. 

  Before clustering, data preprocessing needs to be done by carrying out several stages, including 

cleansing and data transformation with a standardization process used to transform the range of values for 

each variable to smaller values or the same scale [24]. The preprocessing process until the clustering process 

is carried out using Google Collab IDE [25]. 

Based on the available data, segmentation and classification will be carried out. To test the 

classification results, this study uses a confusion matrix. 

 

3.2.1. Segmentation using the K-m-Means Algorithm 

The first process in customer segmentation is to take certain data attributes to be segmented using 

the K-Means algorithm. These attributes are selected from the LRFM method: Date, Invoice Date, Invoice, 

and Total Price. Table 1 shows the results of the LRFM scores obtained. 
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Table 1. LRFM score 

Username (Pembeli) Length Recency Frequency Monetary 

.tiaraa_ 0 13 1 217316 

012ratnawati 0 37 1 165868 

divaniameliaputri 46 6 3 525264 

09xx366bl_ 0 12 1 155817 

0f25q52619 0 103 1 158007 

… … … … … 

0mrbtt5aa0 0 112 1 139407 

10ika_chacha 0 110 1 156240 

rasya_aca 49 13 2 294856 

141101. 0 8 1 165868 

nins. official 60 59 4 1912327 

 

In the segmentation process with K-Means, 9 clusters have been formed. In this test, the 

performance of each number of clusters is adjusted to the range of values in the Elbow method. Figure 1 is 

the result of testing with the Elbow method. 

 

 
Figure 1. Elbow graphic result 

Based on Figure 1, a decrease is seen in cluster-0 and cluster-1. cluster-2 and cluster-3 are marked 

by the most graph declines, while at the next point, there is a steady decline. Then the value of k used is 4. 

Segmentation is done based on the LRFM attributes that we have specified. Table 2 shows the 

results of segmentation which are grouped into 4 clusters. 
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Table 2. Segmentation result 

Username  Length Recency Frequency Monetary Cluster 

.tiaraa_ 0 13 1 217316 0 

012ratnawati 0 37 1 165868 0 

divaniameliaputri 46 6 3 525264 1 

09xx366bl_ 0 12 1 155817 0 

0f25q52619 0 103 1 158007 3 

… … … … … … 

0mrbtt5aa0 0 112 1 139407 3 

10ika_chacha 0 110 1 156240 3 

rasya_aca 49 13 2 294856 1 

141101. 0 8 1 165868 0 

nins.official 60 59 4 1912327 2 

 

3.2.2. Classification with C4.5 Algorithm 

The following process after segmentation using the K-Means algorithm is classification using the 

C4.5 Algorithm. The decision tree shows that customers are classified into 2 groups. as in Figure 2, this 

process produces a decision tree visualization that describes the customer grouping measured based on the 

LRFM score obtained from sales data that has been previously processed using the K-Means algorithm. while 

Figure 3 illustrates the grouping of customers measured based on the LRFM score obtained from sales data 

that is not processed using the K-Means algorithm. 

. 

Figure 2. Classification with C4.5  after segmentation using  k-means 

 Total payment 

 Total payment 

 Total payment 
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Figure 3. Classification with c4.5 algorithm without segmentation using k-means 

 

3.2.3. Data Validation by Method Confusion Matrix 

Next, the classification results were tested using the confusion matrix. 

Table 3 shows that the results of the confusion matrix validation test with K-Means segmentation first using 

the rapid miner tools get an accuracy result of 97.70%. In contrast, Table 4 shows that the results of the 

confusion matrix validation test without k-means segmentation first using the rapid miner tools get accuracy 

results 94.95%. 
 

Table 3. Confusion matrix test results after k-means segmentation 
Accuracy: 97.70%     

 true Potential 

Lover 

true  

Platonic Friend 

true  

Flirting 

true 

 True Lover 

class 

precision 

Pred. Potential Lover 288 0 5 3 97.30% 

Pred. Platonic Friend 0 987 19 0 98.11% 

Pred.Flirting 0 0 29 4 87.88% 

Pred.True Lover 0 0 0 11 100.00% 

Class recall 100.00% 100.00% 54.72% 61.11%  

 
Table 4. Confusion matrix test results without k-means segmentation 

Accuracy: 94.95%     

 true 

Potential 

Lover 

true  

Platonic Friend 

true  

Flirting 

true  

True Lover 

class precision 

Pred. Potential Lover 288 0 8 13 93.20% 

Pred. Platonic Friend 0 987 44 3 95.45% 

Pred.Flirting 0 0 1 0 100.00% 

Pred.True Lover 0 0 0 2 100.00% 

Class recall 100.00% 100.00% 1,89% 11.11%  

 

 

  

 Total payment 

 Product original price 

 Product original price 
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4. CONCLUSION  

  The progress of MSMEs that are currently advancing is causing competition between business 

actors in maintaining their customers. Customers are assets for companies where customers themselves have 

different preferences. Management of the implementation of service priorities to customers must be adjusted 

to the preferences of each customer. Therefore, we need a model that can analyze the level of potential 

customers as a reference for implementing service priorities to maintain their loyalty. The K-Means and C4.5 

algorithms were chosen in this study. The K-Means algorithm is used to segment payment behavior so that 

the level of potential customers can be measured. While the C4.5 algorithm is used to help classify loyalty 

with the C4.5 algorithm. In this classification, they are divided into four groups, namely true lover, flirting, 

potential lover, and platonic friend. This classification shows very good results as indicated by the results of 

the validation test which obtained an accuracy of 97.70%. From the results of this classification, business 

actors can provide the right service priorities to maintain customer loyalty. 
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