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 Restricted boltzmann machines (RBM) have attracted much attention lately 
after being proposed as building blocks of deep learning blocks. RBM is an 

algorithm that belongs to the artificial neural network (ANN) algorithm. 

Deep learning models can be used in the health field to identify diseases 

using medical data records. Acute Respiratory Infection (ARI) is a disease 
that infects the respiratory tract. A patient infected by ARI diseases is high. 

To identify ARI can use the symptoms that the patient had experienced. 

Based on this background, this study aims to help identify ARI disease using 

its symptoms. The method used for identification is the deep learning model, 
which was built using the RBM and softmax regression. Three steps were 

used in this research, which are training, testing, and implementation. The 

trained deep learning model will be implemented to identify ARI disease. 

This research will use ARI data from Puskemas Warungasem, Indonesia. 
From the research result, the deep learning model can get an accuracy of 

96%. The deep learning configuration used in this research has 4 RBM 

layers, 1 Softmax layer as the output layer, and a learning rate value of 0.01 

and 1000 iterations. This research can be used as a reference so that the next 
researcher can add other algorithms to Deep learning to improve accuracy. 
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1. INTRODUCTION 

In the subdivision of information technology, several methods can be used to help everyday life. 

One of which is for the identification of a disease. Deep learning is one of several methods that can be used 

for disease identification. Deep learning models have been successfully applied in classification tasks, 

regression, dimensional reduction, and information retrieval [1]. 

The deep learning model consists of several processing layers [2]. The deep learning model is better 

than the Shallow Model because the Shallow Model cannot get the expected knowledge [3]. To build a deep 

learning model can use the Artificial Neural Network (ANN) algorithm. ANN algorithm is a part of artificial 

intelligence that adopts the work of the human nervous system [4]. ANN imitates neural networks that exist 

in humans [5], [6]. The relation between nodes in the ANN is usually called network architecture. Nodes 

collected in the same layers are called layers [7]. RBM has become one ANN algorithm that can be used to 

build deep learning models. RBM has recently attracted much attention after being proposed as a building 

block of deep learning [8]–[10]. In this research, the proposed deep learning model comprises several layers 
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of RBM with a different number of visible and hidden nodes and an output layer. RBM layers will be used 

for unsupervised learning. To perform better training, the setting in full node and learning rate is essential 

[11], [12]. After that, the model will be used for supervised learning using softmax regression in the output 

layer. A study has been conducted to analyze RNA-seq data from Huntington's disease using Deep learning, 

which was built using the RBM model. The study's results produced an AUC value of 0.167 [13]. 

In this research, deep learning, built from some RBM layer and a softmax regression, will be used to 

identify ARI disease. ARI disease is currently causing nearly 4 million people to die each year, 98% of which 

are caused by lower respiratory tract infections [14]. Infants, children, and the elderly are the most vulnerable 

to ARI, especially in developing countries. 

Based on the problem of high cases of ARI, it is necessary to identify ARI disease. A deep learning 

model will be built using RBM and softmax regression for the output layer to identify ARI disease. The ARI 

symptoms can be used as input for the deep learning model. The patient's symptoms can detect disease more 

quickly [15]–[17]. The deep learning model can study these symptoms unsupervised and supervised manner. 

Training must be done to make a deep learning model that best classifies ARI disease because accuracy is 

essential when classification [18]. So, implementing the deep learning model can give an accurate output of 

ARI disease suffered. This study will use medical record data of patients with ARI disease obtained from 

Puskemas Warungasem, Indonesia. The data was taken in the form of the results of medical records of Acute 

Respiratory Infection (ARI) patients at Puskemas Warungasem, Indonesia which amounted to 143 data. The 

data consists of patient that were diagnosed with common cold, sinusitis, pharyngitis, lung embolism and 

tuberculosis. Data taken in the form of symptoms experienced by the patient and the results of diagnosis. 

 

 

2. METHOD 

This section will explain the deep learning built from some RBM layer and a softmax regression to 

identify ARI disease. 

 

2.1 Restricted Boltzmann Machine 

A restricted boltzmann machine is an energy-based model that uses a layer from a remote unit to 

model a probabilistic distribution from a visible unit [19]. A joint configuration (v, h) of the visible and 

hidden unit has energy given by formula (1):  

𝐸(𝑣, ℎ) =  − ∑ 𝑎𝑖𝑣𝑖

𝑖∈𝑣𝑖𝑠𝑖𝑏𝑙𝑒

− ∑ 𝑏𝑗ℎ𝑗 − ∑ 𝑣𝑖ℎ𝑗𝑤𝑖𝑗

𝑖𝑗𝑗∈ℎ𝑖𝑑𝑑𝑒𝑛

 

 

Where vi is a binary unit of visible layer, i and hj is a binary unit of visible layer j. ai and bj are their 

biases, and wij is the weight between them. RBM network assigns a probability to every possible pair of a 

visible and a hidden unit via this energy function, which is shown in formula (2): 

𝑝(𝑣, ℎ) =  
1

𝑍
 𝑒−𝐸(𝑣,ℎ) 

Where the “partition function", Z, is given by summing over all possible pairs of visible and hidden 

vectors, which is shown in formula (3):  

𝑍 =  ∑ 𝑒−𝐸(𝑣,ℎ)

𝑣,ℎ

 

Because RBM does not have a connection between neurons in the same layer, every event is 

independent. So, the probability calculation is, which is shown in formulas (4) and (5):  

𝑝(ℎ|𝑣) =  ∏ 𝑝(ℎ𝑗|𝑣)

𝑗

 

𝑝(𝑣|ℎ) =  ∏ 𝑝(𝑣𝑖|ℎ)

𝑖

 

In everyday learning, the generally binary unit is given. So, probability calculation is which is 

shown in formulas (6) and (7): 

(2) 

(3) 

(4) 

(5) 

(1) 
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 𝑝(ℎ𝑗 = 1|𝑣) = 𝑠𝑖𝑔𝑚(𝑏𝑗 +  ∑ 𝑣𝑖𝑤𝑖𝑗

𝑚

𝑖=1

) 

 

𝑝(𝑣𝑖 = 1|ℎ) = 𝑠𝑖𝑔𝑚(𝑎𝑗 +  ∑ ℎ𝑗𝑤𝑖𝑗

𝑛

𝑗=1

) 

 

Where sigm() is the logistic sigmoid function 1/(1+exp(-x)). Vihj is then an unbiased sample. RBM 

is usually trained using Contrastive Divergence (CD), which minimizes kullback-leiber divergence [20]. So, 

the procedure to update weight and bias is, which is shown in formulas (8), (9), and (10): 

 

∆𝑊𝑖𝑗
𝑘 = 𝜖(< 𝑣𝑖

𝑘ℎ𝑗 >𝑑𝑎𝑡𝑎−  < 𝑣𝑖
𝑘ℎ𝑗 >𝑇) 

 

∆𝑎𝑖
𝑘 = 𝜖(< 𝑣𝑖

𝑘 >𝑑𝑎𝑡𝑎−  < 𝑣𝑖
𝑘 >𝑇) 

 

∆𝑏𝑗
𝑘 = 𝜖(< ℎ𝑗 >𝑑𝑎𝑡𝑎−  < ℎ𝑗 >𝑇) 

 

 

2.2 Softmax Regression 

Softmax regression is generated from logistic regression for the multi-classification problem. 

Softmax regression is composed of input, classifier, and output. The input training set for softmax regression 

with v number of data vector {(x1, y1), (x2, y2), …(xv, yv) [21], [22]. In the softmax regression-based classifier, 

the probability P (Y =j | X) of X belonging to each class from a set of k classes is given as shown in the 

formula (11). 

𝑃(𝑦𝑖 = 𝑗|𝑥𝑖; 𝜃) =  
𝑒𝜃𝑗

𝑇𝑥𝑖

∑ 𝑒𝜃𝑙
𝑇𝑥𝑖𝑘

𝑙=1

 

 

Where j = 1, …, k and Y = [y1, y2, …, yk] is output class. Input variable to this probability function is 

feature vector X = [x1, x2, …, xv], and the parameter weight θ = [θ0, θ1, … θk ∈ Rn] from softmax regression 

model. The cost function in softmax regression can describe as, which is shown in formula (12): 

𝐽(𝜃) =  −
1

𝑣
[ ∑ ∑ 1(𝑦𝑖 = 𝑗) log 𝑃(𝑦𝑖 = 𝑗|𝑥𝑖; 𝜃)

𝑘

𝑗=0

𝑣

𝑖=1

] 

 

This softmax regression cost function has no closed form way to minimize the cost value, so the 

iterative algorithm, gradient descent, is used, which is shown in formula (13): 

∇𝜃𝑗
 𝐽(𝜃) =  −

1

𝑣
∑[𝑥𝑖(1(𝑦𝑖 = 𝑗) − 𝑃(𝑦𝑖 = 𝑗|𝑥𝑖; 𝜃))

𝑘

𝑗=0

] 

 

Weight parameter can be updated using θj = θj – α ∇θj J (θ) for j = 1, …, k. The weight θ initialization of 

softmax regression can be done using the rando number, and the weight can be updated every vector training 

xl
(i). 

 

2.3 Research Data 

This study will use medical record data of patients with ARI disease obtained from Puskemas 

Warungasem, Indonesia. The data was taken in the form of the results of medical records of ARI patients at 

Puskemas Warungasem, Indonesia, which amounted to 143 data. The data consists of patients diagnosed with 

common cold, sinusitis, pharyngitis, lung embolism, and tuberculosis. The data taken is gender, age, and 

symptoms from ARI patients. The symptoms used to identify ARI is 29 symptoms. A list of symptoms used 

to identify ARI can be shown in Table 1. 

 

 

 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 
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Table 1. List of symptoms that used to identify ARI 

Symptoms 

ARI Disease 

Common 
Cold 

Acute 
Sinusitis  

Acute 
Pharyngitis 

Lung 
Embolism 

Tuberculosis 

Fever v v v v v 

Headache v v v v  

Cough v v v v v 

Sneezing v  v   

Nasal 
Congestion 

v v    

Malaise v v  v v 

Muscleache v    v 

Watery eyes v     

Tenderness 

over the sinus 

area 

 v    

The sense of 

smell 

deteriorated 

v v    

Tooth ache  v    

A thick yellow 

or green 

discharge from 
the nose 

 v    

The face feels 
painful or 

depressed 

 v    

The mucous 

membrane is 

very red 

  v   

Sore throat v  v   

Reddish tonsils   v   

Lymphoid 

follicles swell 

and are filled 

with exudates 

  v   

Enlargement 

and tenderness 
of cervical 

lymph nodes 

  v   

Rasp   v   

Chest pain    v v 

Dyspnea    v  

Takipnea    v  

Takikardia    v  

Diaforesis    v  

Sinkop    v  

Weight loss     v 

Night sweats     v 

Cough settled     v 

No appetite v v v v v 

 

2.4 Deep learning 

This research will build deep learning using some RBM layers and a softmax regression. The 

relation between softmax regression and some RBM layers is connected as a soft-hybrid system. Three steps 

will be used in this research, that is training, testing, and implementation steps. In the training step, some 

RBM layers will perform training in an unsupervised way. Then, Softmax Layer, which performs as the 
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output layer, will perform in a supervised way. ARI data with labels/diagnose from a doctor will be used in 

this step. K-fold cross-validation will be used for validation. In k-fold cross-validation, which breaks data 

into k parts in the same size. Each time test is conducted, the fraction is used as a set of test data while the 

other fraction is used as a set of training data [23]. 

The trained deep learning model will be implemented in the implementation step to identify ARI 

disease. ARI data without labels/diagnose from the doctor will be used in this step. The deep learning 

illustration is shown in Figure 1. 

 

Figure 1. Deep learning illustration 

 

 

3. RESULTS AND DISCUSSIONS 

This research's first and second steps are training and testing the deep learning model using ARI 

data with a label. The ARI data used in this step is 118 data. K-fold cross-validation was used to divide the 

data into training and testing data. Some deep learning configurations will be used to perform this training 

step. Table 2 shows some deep learning configurations that are used.  

 

Table 2. Deep learning configurations 
 Layers Visible 

Nodes 

Hidden Nodes Learning 

Rate 

Iteration 

Configuration 1 4 29 19;14;7;5 0.01 500 

Configuration 2 4 29 20;10;7;5 0.01 1000 

Configuration 3 4 29 20;10;7;5 0.01 750 

 

The training step in RBM layers will be done in an unsupervised way. The output layer will use 

softmax regression which is composed of 5 nodes. This output layer will do training in a supervised way. 

The trained deep learning model will be tested using testing data. The result was evaluated using a 

confusion matrix. After the test results are known, determine the accuracy using a confusion matrix [24]. 

Besides that, count precision and recall too. Because this research used k-fold cross-validation with default 

k=10, there will be 10 testing result. Table 3 shows the result in every fold of k-fold cross-validation. 
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Table 3. The result in every fold of k-fold cross validation 
  Configuration 1 Configuration 2 Configuration 3 

Fold 1 

Accuracy 50 % 91.67 % 75 % 

Precision 46.67 % 73.33 % 65 % 

Recall 60 % 80 % 75 % 

Fold 2 

Accuracy 83.33 % 91.67 % 83.33 % 

Precision 83.33 % 73.33 % 85 % 

Recall 90 % 80 % 85 % 

Fold 3 

Accuracy 100 % 91.67 % 100 % 

Precision 100 % 93.33 % 100 % 

Recall 100 % 95 % 100 % 

Fold 4 

Accuracy 100% 91.67 % 100 % 

Precision 100% 90 % 100 % 

Recall 100% 95 % 100 % 

Fold 5 

Accuracy 100% 100 % 100 % 

Precision 100% 100 % 100 % 

Recall 100% 100 % 100 % 

Fold 6 

Accuracy 100 % 100 % 91.67 % 

Precision 100 % 100 % 90 % 

Recall 100 % 100 % 95 % 

Fold 7 

Accuracy 100% 100 % 91.67 % 

Precision 100% 100 % 75 % 

Recall 100% 100 % 80 % 

Fold 8 

Accuracy 91.67% 100 % 100 % 

Precision 95% 100 % 100 % 

Recall 93.33% 100 % 100 % 

Fold 9 

Accuracy 100% 100 % 100 % 

Precision 100% 100 % 100 % 

Recall 100% 100 % 100 % 

Fold 10 

Accuracy 100 % 100 % 91.67 % 

Precision 100 % 100 % 93.33 % 

Recall 100 % 100 % 90  

 

All accuracy, precision, and recall from each fold are calculated and then count the average 

accuracy, precision, and recall. Table 4 shown of the result of test from each configuration.  

 

Table 4. The result of test from each configuration 
 Training Time Accuracy Precision Recall 

Configuration 1 10 Minutes 12 Seconds 92.5 % 93 % 94.333 % 

Configuration 2 16 Minutes 10 Seconds 96.667 % 93 % 95 % 

Configuration 3 12 Minutes 04 Seconds 93.333 % 90.833 % 92.5 % 

 

The deep learning model will be implemented with the best accuracy, precision, and recall. ARI data 

without labels was used in this implementation step. Because the data don’t have labels, the ARI data will be 

identified manually using symptoms data used in this research to check the result from the system. The 

evaluation in this step will be used a confusion matrix. And then count the accuracy, precision, and recall. 

Table 5 shows accuracy, precision, and recall in this model implementation. 
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Table 5. Accuracy, precision, and recall in this model implementation  
Accuracy Precision Recall 

96% 96.67 % 96.67 % 

 

 

4. CONCLUSION 

Research of acute respiratory infections disease identification using 143 ARI patient data records 

from Puskesmas Warungasem, Indonesia. The data consists of patients diagnosed with common cold, 

sinusitis, pharyngitis, lung embolism, and tuberculosis. Then, of the methods proposed in this study is the 

implementation of the deep learning model using a 4-layer restricted bolztmann machine, a learning rate of 

0.01, and an iteration of 1000 obtains the best accuracy of 96% to identify acute respiratory infections 

disease. 
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