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 Glaucoma is an eye disease that is the second leading cause of blindness. 

Examination of glaucoma by an ophthalmologist is usually done by observing 

the retinal image directly. Observations from one doctor to another may differ, 

depending on their educational background, experience, and psychological 

condition. Therefore, a glaucoma detection system based on digital image 

processing is needed. The detection or classification of glaucoma with digital 

image processing is strongly influenced by the feature extraction method, 

feature selection, and the type of features used. Many researchers have carried 

out various kinds of feature extraction for glaucoma detection systems whose 

accuracy needs to be improved. In general, there are two groups of features, 

namely morphological features and non-morphological features (image-based 

features). In this study, it is proposed to detect glaucoma using texture features, 

namely the GLCM feature extraction method, histograms, and the combined 

GLCM-histogram extraction method. The GLCM method uses 5 features and 

the Histogram uses 6 features. To distinguish between glaucoma and non-

glaucoma eyes, the multi-layer perceptron (MLP) artificial neural network 

model serves as a classifier. The data used in this study consisted of 136 fundus 

images (66 normal images and 70 images affected by glaucoma). The 

performance obtained with this approach is an accuracy of 93.4%, a sensitivity 

of 86.6%, and a specificity of 100%. 
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1. INTRODUCTION 

Glaucoma is one of the eye diseases suffered by a human. This disease is the second highest cause of 

blindness after cataracts [1]. The cases of glaucoma are predicted to continue to increase every year. There will 

be approximately 79.6 million people who suffer from glaucoma in 2020, and China is number 1 on the list of 

countries that contributes to glaucoma, followed by India and Europe. Meanwhile, in Indonesia, there are 

around 0.4% and 1.6% of the total population are estimated to suffer from glaucoma. 

https://creativecommons.org/licenses/by-sa/4.0/
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Glaucoma examination requires a lot of time and special tools. It also requires an ophthalmologist. 

Some of the commonly used imaging tools include fundus cameras, Optical Coherence Tomography (OCT) 

[2]–[14], Heidelberg Retinal Tomography (HRT) [15]–[23] and Confocal Scanning Laser Ophthalmoscopy 

(CSLO) [24]–[32] However, fundus cameras are the tools that are most commonly to find in healthcare centers 

or facilities [33]–[40]. 

Glaucoma examination carried out by an ophthalmologist is usually performed by directly observing 

the retinal image from the fundus camera. The results of the evaluation from one ophthalmologist may differ 

from other ophthalmologists. It is due to the doctor's experience, educational background, and psychological 

condition of the ophthalmologist [41]. Therefore a glaucoma diagnosis system based on digital image 

processing is needed to overcome the subjectivity of the specialists. 

Research on glaucoma detection using digital image processing has been carried out by many previous 

researchers. Glaucoma detection or classification is greatly influenced by the feature extraction method, feature 

selection, and what features are used. In general, there are two groups of features used for glaucoma detection, 

namely morphological features and non-morphological features (image-based features) [25]. 

Research on glaucoma detection with non-morphological features, namely texture features was 

performed [42]. In this study, the feature extraction method of the Gray Level Co-occurrence Matrix (GLCM) 

was used; the result obtained an accuracy of 84.3%. This result can be developed to improve system 

performance, such as by creating additional feature extraction methods. 

The feature extraction method proposed in this study used non-morphological features, namely the 

combination of GLCM feature extraction and histogram feature extraction. The histogram is a first-order 

statistical feature such as mean, standard deviation, entropy, and variance. Meanwhile, GLCM is a texture-

based feature extraction that can reduce the misclassification of glaucoma images [43]. 

A study related to glaucoma classification with non-morphological features was a study by Archarya 

et al [44]. The study used two feature extraction methods, namely Higher-order spectra (HOS) and GLCM. 

The amount of data used was 60 fundus images (30 glaucomas, and 30 non-glaucomas or normal images). In 

this research, four classifiers were compared, namely: support vector machine (SVM), sequential minimal 

optimization (SMO), Naïve Bayes, and random forest. The best results are obtained from the random-forest 

classifier with an accuracy of more than 91%.  

Touahri, et al. [45] performed glaucoma classification based on texture based image. This study 

employed a two-stage image processing and ensemble learning method. First stage, multiple modalities are 

generated from images using Gabor filter-based texture image synthesis. The second stage, every single dataset 

constructed from the respective modality will be trained to a single CNN classifier. The accuracy in this study 

was 89.6%. 

Another study related to the texture analysis of fundus images was conducted by Yadav et al. [46]. In 

the study, the classification of glaucoma was carried out using the GLCM feature extraction method. The 

features of the GLCM used include contrast, homogeneity, energy, correlation, entropy, and standard deviation. 

Furthermore, these features are analyzed by reducing the Principal Component Analysis (PCA) dimension. The 

classifier used in this study is the Adaptive Resonance Theory I (ART I) model of neural networks. The 

accuracy obtained is 90%. 

Another study discussing the diagnosis of glaucoma with invariant Haralick texture features and 

pyramid histogram oriented gradient (PHOG) was performed by Kamesh Sonti, et al. [47]. In this study, The 

quasi-bi-variate variational mode decomposition (QB-VMD) technique is used to decompose the retinal fundus 

images. Then, The frequencies acquired from QB-VMD when applied to PHOG and invariant Haralick texture 

features. The classifier used in this study is a blend of exponential polynomial support vector machines (EP-

SVM) and bagged ensemble method.  The accuracy obtained is 90%. 

Using the method of feature extraction and the method of OD segmentation in the glaucoma detection 

system will affect the system's accuracy. The proper mix of OD segmentation, feature extraction, and proper 

classifier approaches can enhance performance in terms of accuracy. This study therefore proposes a novel and 

straightforward feature extraction strategy for detecting glaucoma in retinal fundus images. 

 

2. METHOD  

Design System 

The design of the glaucoma detection system is shown in Figure 1. In this design, a detailed system flow is 

presented for each process in the system consisting of two modules called the training module and the testing 

module. 
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Figure 1 shows the glaucoma detection system design consisting of two modules, the training module, 

and the testing module. The training module intends to obtain optimal MLP architecture. It can be achieved 

through several stages of the process starting from retinal image input, pre-processing (ROI detection and disc 

segmentation). Details of the ROI detection process can be seen in Fig. 3, and Fig 4 depicts disc segmentation 

process in detail. At the end of stage is feature extraction through feature normalization. The data resulting 

from feature normalization is then used as training data for MLP training.  

The training process in the training module uses the backpropagation algorithm. It aims to produce 

optimal network architecture and weights. MLPs that have undergone the training process will then be used as 

classifiers in the testing module. The testing module is not much different from the process that occurs in the 

training module. However, after going through the feature normalization process, MLP will then recognize and 

classify it. 

 

Pre Processing 

1. Region of Interest (ROI) Disc Detection 

ROI detection aims to localize the disc area of the input retinal image. The output of this process is a 

sub-image, which is then referred to as an ROI disc. The ROI detection carried out refers to research [4] whose 

process stages are shown in Figure 2. 

The initial stage of the ROI disc detection process is thresholding on the green channel. It is performed 

because the center of the disc identification can be done easier in the green color channel [11]. The thresholding 

results still contain the non-disc area, especially on the edge of the retina. To remove the non-disc area, create 

a border mask. Making the border mask begins with local thresholding otsu on the red channel. A border mask 

is required for a reference pixel, which is the edge of the retina image, so edge operations are performed using 

the Sobel operator. 

The next step is the process of dilating the image from the edge detection results. The result of the 

dilation operation is in the form of a mask that can remove noise at the edges of the retina. The final stage of 

disc ROI detection is to erase the non-disc area by applying equation (1). 

 

                                                               (1) 

Figure. 1 Proposed method Block Diagram 
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Where X is image 2(c), Y is image 2(g). 

 
Figure. 2 ROI Detection Process [4] 

 

 

2. Disc Segmentation 

The disc segmentation process is carried out to produce a disc area separated from the area outside 

the disc. The image input in this process is the ROI disc image shown in Figure 2.  

Figure 3 depicts the flow of the disc segmentation process. The initial stage of the disc segmentation 

process is the median filtering of the red color channel.  It aims to remove noise, namely blood vessels. The 

next stage is thresholding with the otsu method to separate the object, in this case, the optical disc from the 

background. The results of the thresholding operation still contain a non-disc area so that it is subject to opening 

and dilation operations. The image of the opening and dilation operations becomes a reference for bounding 

boxes in the cropping process.  

The next step is cropping the optical disc area 3 (f) to obtain the dominant disc image. After that, the 

median filtering operation will be used again to remove noise in the form of blood vessels. The next step is 

thresholding otsu to separate the optical disc area from the background. The results of the thresholding 

operation still contain the non-optical disc area. Therefore, opening and dilation operations will be performed 

on the result. The result of this process is then used as the reference for the segmentation of the optical disc 

area. 

Figure 3 Disc Segmentation Processes 



Jumanto, et.al/ J. Soft Comput. Explor., Vol. 4, No.1, March 2023 :  xx - xx                   17 

 

3. Feature Extraction 

3.1 Histogram 

A histogram is a statistical feature of the first order. In this study, there are six characteristics of the histogram 

features used, namely: 

a. Mean 

The components of the feature mean intensity (mean) is calculated based on equation (2). 

 

(2) 

 

b. Standard Deviation 

The calculation of Standard Deviation is shown in equation (3). 

 

(3) 

 

 

c. Skewness 

The skewness feature is a measure of the asymmetry of the mean intensity. The calculation is shown in 

equation (4).  

 

(4) 

 

 

a. Energy 

Energy is a measure that tells the distribution of pixel intensity over the range of the gray level. The 

calculation is shown in equation (5). 

 

(5) 

 

b. Entropy  

Entropy indicates the complexity of an image. The entropy calculation is shown in equation (6). 

 

(6) 

 

c. Smoothness 

The smoothness feature is included to measure the level of smoothness/roughness of the images' intensity. 

The smoothness calculation is shown in equation (7). 
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(7) 

 

3.2 Gray Level Co-occurrence Matrix (GLCM) 

 

GLCM is a method to analyze the texture features of an image. Ordinary as a second-order statistical 

analysis. The GLCM calculates statistical features based on the degree of the grayness of an image. The GLCM 

method proposed by Harralick [12] contains 20 characteristics.  This study does not use all GLCM features. 

Only a few features were used. For example, research [13] was using 5 magnitudes of GLCM features, namely 

angular second moment (ASM), contrast, inverse difference moment (IDM), entropy, and correlation. 

 

a.  Angular Second Moment (ASM) 

ASM is a measurement of image homogeneity or uniformity. The ASM calculation is shown in 

equation (8). 

 

(8) 

 

b. Contrast 

The contrast feature shows the variation of the gray level in the image matrix. Contrast calculations 

are shown in equation (9). 

 

 

(9) 

 

c. Inverse Difference Moment 

The IDM feature is used to measure the homogeneity of images with similar degrees. The IDM 

calculation is shown in equation (10). 

 

d. Entropy 

 

(11) 

 

e. Correlation 

The correlation feature is the linear dependence of the gray level measurement of the image so that it 

can provide information on the existence of a linear structure in the image. Correlation calculation is shown in 

equation (12). 

 

 

(12) 

 

 

(10) 
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Where 

 

 
(13) 

 

(14) 

 

(15) 

 

(16) 

 

4. Normalization of Feature Data 

The feature data obtained from the feature extraction process has a wide range of values. It can 

adversely affect the classifier in classifying data [14]. Normalization aims to map the feature value to [0,1] by 

applying equation (17). 

 

Normalization=         (17) 

 

Where data [x] is the feature value in the x-index, min (data) is the smallest value in each feature data set, and 

max (data) is the largest value in each feature set. 

 

Retinal Image Classification Using Multi-Layer Perceptron (MLP) 

Multi Layer Perceptron architectures used in this study is shown in Figure 4. 

 

 Figure 4.  MLP Architectural Design 
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▪ Input Layer: The number of neurons in the input layers, there were 11 neurons. It refers to the many features 

used by the histogram and GLCM feature extraction methods. The data for the 11 features are presented in 

Table 1. 

 

Table 1 Retinal Image Features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

▪ Hidden Layer: There is one layer with a number of neurons, namely 12 nodes.  

▪ Output Layer: At the output layer, there is 1 neuron whose class labelling scheme is shown in Table 2. 
 

Table 2 Class Labelling Schemes 
Data Class Class Label in Binary  

Normal 0 

Glaucoma 1 

 

In MLP training, the backpropagation learning algorithm is used. The activation function used in this study is 

sigmoid. The amount of learning rate is 0.1. The number of epochs is 1000 iterations. When testing the MLP 

to recognize/predict retinal image data, 1 neuron is used in the output layer because there are only two data 

classes, namely the normal class and the glaucoma class. 

 

 

3. RESULTS AND DISCUSSIONS  

This section describes the testing results of the system that has been built. This study used two 

open/free datasets, namely the RIM-ONE dataset [15] and the DRISTHI-GS dataset [16]. RIM-ONE provides 

normal retina images with a total of 66 images used. Meanwhile, DRISTHI-GS provides 70 images of the 

retina affected by glaucoma, so the total data used in this study are 136 images. 

The measurements of system performance used in this study are accuracy, sensitivity, and specificity. 

The calculations are shown in the equation 18, equation 19, and equation 20: 

 
 

 
(18) 

 

 

(19) 
 

 

(20) 

 

TP (True Positive) is a retinal image detected as normal, and TN (True Negative) is a retinal image 

detected with glaucoma. FP is a retinal image of normal retinal images predicted for glaucoma, and FN is a 

No Feature’s Name 
Feature Extraction 

Method 

1 Mean 

Histogram 

2 Standard Deviation 

3 Skewness 

4 Entropy 

5 Energy 

6 Smoothness 

7 Angular Second Moment 

(ASM) 

GLCM 

8 Contrast 

9 Inverse Difference Moment 

(IDM) 

10 Entropy 

11 Correlation 
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retinal image of glaucoma that is predicted to be normal. Table 3 shows the test results with the 10-cross 

validation method against the GLCM feature extraction method, histogram, and the combined GLCM-

histogram. 

 
 

Table 3 MLP Test Results On A Variety Of Feature Extraction Methods 

Feature Extraction Method Accuracy Sensitivity Specificity 

GLCM 68.38% 41.79% 94.20% 

Histogram 85.29% 73.13% 97.10% 

GLCM-Histogram 93.38% 86.57% 100% 

 

Based on Table 3, it can be seen that the combination of the GLCM-histogram feature extraction 

method obtained the accuracy, sensitivity, and specificity values in order of 93.38%, 86.57%, and 100%. 

Meanwhile, the GLCM method obtained an accuracy of 68.38%, 41.79% sensitivity, and 94.20% accuracy of 

specificity. And for feature extraction using the histogram obtained an accuracy of 85.29%, 73.13% sensitivity, 

and 97.10% accuracy of specificity. 

 

 

4. CONCLUSION 

This work proposed a texture-based approach for the automatic detection of glaucoma. The work used 

retinal fundus images in which the OD structural characteristics are segmented subsequent to texture, GLCM, 

and Histogram-based feature extraction. Afterward, the extracted features are classified using artificial neural 

networks. The combination of the GLCM and histogram feature extraction methods achieves the highest 

accuracy compared to employing only one of these methods. The accuracy obtained for the combined GLCM-

histogram is 93.38%. Besides, the sensitivity performance is 86.57%, and the accuracy of specificity is 100%. 
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