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 The sentiment is an assessment of attitudes towards certain events or things. 

Collecting opinion is known as a sentiment from existing data. This technique 

can also help analyze the opinions given by people in assessing certain objects. 

The best available source for gathering sentiment is the internet. In the era of 

the Covid-19 pandemic, many people access social media, especially Twitter 

to give their opinion on certain objects. Twitter is known as the social media 

that is accessed by users to post their opinions online. By using soft computing, 

especially fuzzy logic, it is possible to design, create and build bots that can 

analyze user opinions on Twitter. This model is used for data sentiment 

analysis on Twitter. The results showed that the sentiment analysis during the 

Covid-19 period was still dominant with positive tweets. As many as 48% of 

tweets are positive, 30% are negative tweets and 22% are neutral tweets. The 

use of applications to identify tweet sentiment during Covid-19 uses a 

combination of fuzzy logic methods with artificial intelligence. With the help 

of the Twitter API, you can get tweet data during the Covid-19 pandemic so 

you can find out the frequently used tweet sentiments. 
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1. INTRODUCTION 

This year there has been a change in lifestyle almost all over the world. This is due to the emergence 

of a new type of virus that attacks humans, namely Coronavirus Disease 2019 (Covid-19). Coronavirus itself 

is a group of viruses from the Ortho Coronavirus subfamily that can cause disease not only in humans but also 

in birds and mammals [1]. This virus then spread from the Chinese city of Wuhan to cause a large and prolonged 

pandemic all over the world until now. At the same time, the current condition of the Covid-19 pandemic 

affects all areas of life from the economy, society, politics, education, and so on. 

Because the Covid-19 pandemic did not end, the government then implemented Large-Scale Social 

Restrictions (PSBB) which impacted the community to implement work from home (WFH) and distance 

learning for students and office workers. Therefore, to support these conditions, people are required to use 

gadgets. Over time, people are more active in socializing indirectly in cyberspace via the internet which makes 

social media users increase. Now more than 100 million active users open applications such as social media 

[2]. 

Social media is a persistent, internet-based, personal mass communication channel that facilitates the 

perception of interaction among users, derives value primarily from user-generated content, and is untrained 

[3]. The most commonly used social media networks such as Facebook, Youtube. Instagram, and Twitter [4]. 

Twitter itself has become one of the most popular social media in the world with more than 200 million active 

users and 10.6 billion tweets worldwide. Each user can easily provide their arguments, stories, expressions, 
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breaking news, or hot topics via Twitter. Indonesia, as one of the largest countries in the world with a population 

of more than 200 million people and has a large number of active Twitter users as well [5]. 

Social media, especially Twitter, have become increasingly popular with tweets discussing the Covid-

19 pandemic in cyberspace with the emergence of hashtags about events that occurred during the Covid-19 

pandemic making it a trending topic. That way, many responses or perceptions emerge from the community. 

The data obtained from Twitter will later be processed and analyzed to be useful for society and an 

organization. Sentiment analysis is used in this study to analyze arguments, stories, expressions of an individual 

on events that occurred during the Covid-19 pandemic through text mining data posts on Twitter. Sentiment 

analysis is a study that analyzes people's arguments and opinions towards entities such as services in text or 

products [6], [7]. 

Based on the description above, this research will apply a sentiment analysis based on an opinion by 

sorting the topics from those that are often discussed to those that are rarely discussed. This research uses fuzzy 

logic to design, create and build bots that can analyze user opinions on Twitter. Fuzzy logic is useful for 

processing and evaluating information [8]. The purpose of this study is to analyze public sentiment towards 

events during Covid-19, to find out the trending order of topics on Twitter during the pandemic, and to design, 

build, and build bots that can analyze user opinions on Twitter. 

 

2. LITERATURE REVIEW 

In a systematic literature review based on the reviewed papers, 7 papers are using the lexicon method, 

10 papers using the machine learning method, and 7 papers mixing the two when applying sentiment analysis. 

The lexicon-based method is known as the unsupervised learning method. When conducting sentiment analysis 

most of the studies adopted the Sentiwordnet and TF-IDR methods. The Sentiwordnet method calculates based 

on positive or negative words. Meanwhile, the TF-IDR method converts numbers into words and is calculated 

using the frequency inversion document frequency method. Machine learning methods require training data to 

be processed. The methods that are often used in machine learning methods are the Naive Bayes and SVM, 

models. To improve results, combine the lexicon and machine learning methods. The data taken is mostly from 

the social media site Twitter [9].  

The CorE Q9 bootstrap algorithm to find semantic lexicons that can be used to divide tweets into two 

categories: stressed and non-stressed. The Twitter data used in this article is collected via the Twitter API from 

January to April 2020 for the continental United States. One of the main innovations in our research is mapping 

the symptoms of stress that causes COVID-19 on a temporal scale. The algorithm takes a large, unnamed 

corpus from which it finds new related words and writes them into the wrong semantic category (for example, 

stress and non-stress in the case). Before the bootstrapping process, the pattern extraction was carried out on 

the unmarked corpus. It is used to extract all subject noun phrases, direct objects, or prepositional phrases. A 

universal sentence encoder is used to generate word embeddings. These text embeddings transform the tweet 

into a numeric vector, encoding the tweet text into the high-dimensional vector needed to find semantic 

similarities and perform classification tasks. The classifications used in the training process are SVM, logistic 

regression, naïve Bayes classification, and simple neural networks. By doing this, we were able to observe the 

spatiotemporal patterns of stress symptoms and answer questions about what are the main concerns regarding 

pandemics in different geographic areas on different time scales [10]. 

Sentiment analysis on Twitter users about the anti-LGBT campaign in Indonesia by seeking positive, 

negative, or neutral responses. Then use the Naive Bayes algorithm because it has a high degree of accuracy 

in analyzing sentiment. In this study, it can be concluded that on average giving neutral comments with an 

accuracy of 86.43% obtained through the Rapid Miner tool [11]. 

 

3. METHOD 

This research is a study by analyzing the responses or perceptions of the community in a situation that 

occurs. Therefore, this study uses two sources of information, namely, the collection of data on public sentiment 

on Twitter social media through hashtags related to events during the Covid-19 pandemic. The population 

obtained from Twitter residents was 212 tweets. This data collection is using a random sampling method. 

Furthermore, this study also uses literature reviews such as journals or books related to the research being 

carried out. 

After determining the selected data source, data collection is then carried out. As previously 

mentioned, data was obtained from the Twitter social media application using queries or special hashtags 

regarding events that occurred during Covid-19. The use of queries here is to make it easier to find various 

public sentiments about events that occurred during Covid-19. 

After the data is collected, it performs calculations using the fuzzy method. Fuzzy itself is seen as 

being able to decipher an input into an output without neglecting the existing aspects [12], [13].  
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Fuzzy logic itself is considered very easy to apply because of its flexible nature and can be based on human 

logic with everyday language that is easy to understand [4], [14]. This fuzzy calculation begins with converting 

linguistic variables into functions that describe variables in fuzzy form. Each of these functions represents a 

linguistic variable and describes a fuzzy set combined with certain criteria. After the set is described, the next 

step is to determine the if-then which explains how the relationship between the fuzzy set, namely max 

(representing and) and min (representing or). In the connection completion step, all estimates are combined on 

the final fuzzy set. 

The simplest form of data collected is text on the Twitter application. Searching for topics on social 

media Twitter will also be easier with the hashtags of topics or related events. So, as mentioned earlier, this 

study collects data through hashtags used by Twitter users which will later be analyzed through data mining 

methods. Data mining itself is a method of finding information or patterns in selected data [15], [16]. 

 

3.1 Text analysis 

Anyone can manually analyze a sentimental tweet. However, over time, there are more and more users 

of the Twitter social media application. This of course causes the analysis process to be less concise and time-

consuming. However, this can be made easy with information technology. This process uses the fuzzy method. 

This method has the ability in the process of language reasoning (linguistic reasoning) [17]–[19]. In this 

process, we get 200 data which consists of which we sort into negative tweets and positive tweets. 

 

3.2  Twitter API 

Application Programming Interface or what we often API is a program used to retrieve or modify data 

[20]. The program provided by Twitter is intended to make it easier for someone to obtain information available 

on Twitter. The Twitter API itself will help in selecting data so that later the data used will be more concise. 

Some of the data obtained will be deleted later. This process is often called the preprocessing process [21], 

[22]. After that, proceed to the Case Folding Process where we will improve the tweet data that we get. The fix 

here is intended to homogenize the text into lowercase. Then it will be continued with the data cleaning process. 

This process aims to remove the RT component (retweet), URL, and username. Next, the last one is Stopword 

Removal. Stopword itself is a word that is in the data but is less helpful in the process of tweeting analysis 

[23]. 
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The first step before we start applying fuzzy in this research is connecting the data with the existing 

database. Next, we enter the nature and hashtags text which will later be processed into text, and hashtags 

which will later be processed using fuzzy logic. At this stage, it will produce positive and negative scores for 

each tweet. After getting both of them, we do the calculation of each score which will then be subtracted from 

each other and produce the final score. After that, the data normalization stage is carried out. This data 

normalization aims to assist in data measurement and reduce redundancies [20]. After the weighting is done, 

we will begin to count and classify the data into several categories, namely very positive tweets, positive tweets, 

neutral tweets, negative tweets, and very negative tweets. The information about tweet analysis model can be 

seen at figure 1. 
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Figure 1. Tweet analysis model. 

 

4. RESULT AND DISCUSSION 

First, the tweet will be extracted or deciphered, using the fuzzy logic method, the sentiment value of 

the tweet will be calculated. If you have a tweet value, you can calculate the arithmetic average value. The 

results of this will know the percentage of positive, neutral, and negative values. Many of the conversations 

that occurred during Covid-19 discussed economic topics, case reports, and health. In [24] the authors analyzed 

Twitter data in the period 2 February-15 March 2020 from the identification of topics, 10 of which had positive 

sentiments and 2 were negative. Case [25] analyzed data from 01 January - 23 March found a greater number 

of positive and neutral tweets. Meanwhile, negative tweets were few. This is because people think the Covid-

19 virus will end soon. However, as time went on negative tweets grew more and more. 

Overall sentiment about Covid-19 is growing rapidly and the problem of the pandemic has become 

more complex as time goes on. In this study, the results showed that the sentiment analysis during the Covid-

19 period was still dominant with positive tweets. As many as 48% of tweets are positive, 30% are negative 

tweets and 22% are neutral tweets. The use of applications to identify tweet sentiment during Covid-19 uses a 

combination of fuzzy logic methods with artificial intelligence. With the help of the Twitter API, you can get 

tweet data during the Covid-19 pandemic so you can find out the frequently used tweet sentiments. 

 

5. CONCLUSION 

Based on calculations using the fuzzy method, the results show that during the Covid-19 pandemic 

this study found 48% positive tweets, 30% negative tweets, and 22% neutral tweets. It can be concluded that 

there are more positive tweets than negative and neutral tweets. This is because people think that the pandemic 

will not last long, even though there are more and more negative tweets every day. 
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 Tourists who do not understand the situation or the desired tourist attraction 

can choose tour and travel services. Tour and travel provide a choice of tour 

packages with various variations. Determining the right tour and travel 

package and agency can benefit tourists, both in terms of financial and 

vacation quality. The data used in this study were obtained from several Tour 

and Travel agents. There are several variables used, namely the price of the 

package, the number of participants, and the number of facilities obtained. The 

method used in this study combines the Triangular Fuzzy Number (TFN) and 

the Simple Additive Weighting (SAW) method. The purpose of this study is 

to help tourists determine the most profitable or best packages. The results of 

this study obtained the best 2 packages recommended for tourists to choose. 

In the SAW calculation, it can be seen that packages that have a 

preference value above 0.7 are highly recommended to be selected. 

Meanwhile, preference values above 0.6 to 0.7 are still considered to 

be selected, because they have an advantage in one of the criteria. For 

preference values below 0.6, it is not recommended to choose because 

the package is too expensive and not worth what you get. 
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1. INTRODUCTION 

Tourism is an important economic sector to support the progress of a country [1]. Both local and 

foreign tourists are business opportunities for several companies engaged in the tourism sector. So that a tour 

and travel agency emerged whose function was to assist tourists in accommodation, transportation, and famous 

tourist objects in certain areas [1]–[3]. It also [4] helps tourists identify popular tourist objects, especially in 

the Province of Yogyakarta Special Region. 

The method used is Simple Additive Weighting (SAW) with fuzzy additions to help solve uncertain 

problems. The basic concept of the SAW method is to find the weighted sum of the performance ratings for 

each alternative in all attributes [5]–[7]. The advantage of the SAW method is to make a more precise 

assessment because it is based on predetermined criteria and weight values [8]–[11].  

In [12], [13] use AHP and SAW methods. In [14]–[17], use the TOPSIS and SAW methods. In [18], 

[19] uses the SAW method to build a decision support system for selecting Banjar restaurants in Banjarmasin 

city. Based on several previous studies, it can be seen that the SAW method can be used to assist in decision-

making. So that the Fuzzy SAW method can also be used to help make decisions on Tour and Travel problems. 
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2. METHOD  

The method used to solve the problem of determining tourism is SAW using the TFN. The selected 

input variables are price, the number of participants, and the number of facilities available. The data is obtained 

from several tour and travel websites in Yogyakarta Special Region Province. 

 
2.1 Triangular Fuzzy Number (TFN) 

  TFN denotes the relative strength of each feature pair in the same hierarchy and can be indicated as 

𝑀 = (𝑙,𝑚, 𝑢), where 𝑙 ≤ 𝑚 ≤ 𝑢 . The membership function of the TFN can be defined as follows. 

 

𝜇𝑀(𝑥) =

{
 
 

 
 
0.   𝑥 < 𝑙 𝑎𝑡𝑎𝑢 𝑥 > 𝑢
𝑥 − 𝑙

𝑚 − 𝑙
,    𝑙 ≤ 𝑥 ≤ 𝑚

𝑢 − 𝑥

𝑢 − 𝑚
,    𝑚 ≤ 𝑥 ≤ 𝑢

 

 

2.2 Fuzzy Simple Additive Weighting (FSAW) 

FSAW is a method that is often used to solve problems in spatial decision analysis [20], [21]. This 

method requires the process of normalizing the decision matrix (X) to a scale that can be compared with all 

existing alternative ratings [22]. The Fuzzy SAW method is divided into 2 criteria, namely benefit (profitable) 

and cost (disadvantage) [23]. The steps of the Fuzzy SAW method are as follows. 

First, changing all alternatives into a TFN form or called fuzzification. Second, classifying the benefit 

and cost criteria to determine the normalization formula. Third, normalize using the following formula. 

 

𝑟𝑖𝑗 =

{
 
 

 
 

𝑋𝑖𝑗

max𝑋𝑖𝑗
,   𝑖𝑓 𝑗 𝑖𝑠 𝑏𝑒𝑛𝑒𝑓𝑖𝑡 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

min 𝑋𝑖𝑗

𝑋𝑖𝑗
,   𝑖𝑓 𝑗 𝑖𝑠 𝑐𝑜𝑠𝑡 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

 

 

where 𝑟𝑖𝑗  is the normalized performance rating of the alternatives 𝐴𝑖 on criteria 𝐶𝑗 with 𝑖 = 1,2, … ,𝑚 and 𝑗 =

1,2, … , 𝑛. Preference value for each alternative (𝑉𝑖) as follows. 

 

𝑉𝑖 =∑𝑤𝑗𝑟𝑖𝑗

𝑛

𝑗=1

 

 

where 𝑉𝑖 is the preference value and 𝑤𝑗  is the ranking weight.The value of 𝑉𝑖 the larger one indicates that the 

alternative is preferred. 
 

3. RESULT AND DISCUSSION 

In making decisions about determining tour and travel, researchers use 3 criteria, namely price, 

number of participants (NoP), and number of facilities. In Table 1, we can see the data that will be used in this 

study. The tour and travel data below is obtained from several tours and travel agencies and the data below has 

been grouped according to the existing variables 

  The step that needs to be done is to change the crisp numbers into fuzzy numbers (fuzzification), with 

the following groupings Low (1,1,3), Medium (1,3,5), and High (3,5,5). Fuzzification results can be seen in 

Table 2. 

  The next step is to determine the benefit and cost criteria for this research. The criteria included in the 

benefits are the number of participants and the number of facilities, while the cost criteria are the package price. 

Furthermore, normalization is carried out for each alternative, according to the formula for the benefit and cost 

criteria. After getting a normalized performance rating, we continue to look for the preferential value. The 

prevalence value is obtained by multiplying the normalized performance rating of each alternative with each 

criterion weight. The weights for each criterion are as follows, Price (0.2072; 0.4145; 0.5181), number of 

participants (0.1036; 0.2072; 0.4145), and number of facilities (0.2072; 0.4145 ; 0.5181). The preference value 

of each alternative can be seen in Table 3. 

 

 

 

 

 



8               ISSN: 2746-0991 

 

 J.Soft. Comp. Explor., Vol. 2, No. 1, March 2021:  6 - 10 
DOI: 

Table 1. Data on tour and travel vacation packages. 
No. Package Name Price NoP Facilities 

1. Gua Pindul1 290.000 4 7 

2.  Kalibiru1 220.000 4 7 
3. Merapi Lava Tour 310.000 4 7 

4. Rafting Sungai Elo 390.000 5 6 

5. Snorkeling 240.000 4 6 
6. Sunrise 220.000 3 7 

7. Mangunan 310.000 4 6 

8. Gua Pindul2 320.000 3 8 
9. Merapi 350.000 4 8 

10. Kalibiru2 320.000 3 8 
11. Indrayanti 300.000 4 7 

12. Candi Borobudur 270.000 3 6 

13. Gua Pindul3 290.000 3 6 
14. Hutan Pinus 240.000 4 6 

15. Kalibiru3 360.000 3 6 

16. Air Terjun Sri Gethuk 220.000 5 7 

17. Umbul Ponggok 320.000 4 6 

18. Candi Prambanan 230.000 4 6 

19. Indrayanti 270.000 3 6 
20. Rafting Sungai Elo 425.000 5 6 

21. Keraton Jogja 225.000 3 5 

22. Dieng Wonosobo 350.000 3 6 
23 Keraton Solo 215.000 3 5 

 

 

Table 2. Triangular Fuzzy Number from Data 
No. Package Name Price NoP Facilities 

1. Gua Pindul1 (3,5,5) (1,3,5) (3,5,5) 
2.  Kalibiru1 (1,3,5) (1,3,5) (3,5,5) 

3. Merapi Lava Tour (3,5,5) (1,3,5) (3,5,5) 

4. Rafting Sungai Elo (3,5,5) (3,5,5) (1,3,5) 
5. Snorkeling (1,3,5) (1,3,5) (1,3,5) 

6. Sunrise (1,3,5) (1,1,3) (3,5,5) 

7. Mangunan (3,5,5) (1,3,5) (1,3,5) 
8. Gua Pindul2 (3,5,5) (1,1,3) (3,5,5) 

9. Merapi (3,5,5) (1,3,5) (3,5,5) 

10. Kalibiru2 (3,5,5) (1,1,3) (3,5,5) 
11. Indrayanti (3,5,5) (1,3,5) (3,5,5) 

12. Candi Borobudur (1,3,5) (1,1,3) (1,3,5) 

13. Gua Pindul3 (3,5,5) (1,1,3) (1,3,5) 
14. Hutan Pinus (1,3,5) (1,3,5) (1,3,5) 

15. Kalibiru3 (3,5,5) (1,1,3) (1,3,5) 

16. Air Terjun Sri Gethuk (1,3,5) (3,5,5) (3,5,5) 
17. Umbul Ponggok (3,5,5) (1,3,5) (1,3,5) 

18. Candi Prambanan (1,3,5) (1,3,5) (1,3,5) 

19. Indrayanti (1,3,5) (1,1,3) (1,3,5) 
20. Rafting Sungai Elo (3,5,5) (3,5,5) (1,3,5) 

21. Keraton Jogja (1,3,5) (1,1,3) (1,3,5) 

22. Dieng Wonosobo (3,5,5) (1,1,3) (1,3,5) 
23 Keraton Solo (1,3,5) (1,1,3) (1,3,5) 
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Table 3. Preference value of fuzzy SAW 
No. Package Name Preference Value 

1. Gua Pindul1 0,6372 

2. Kalibiru1 0,7708 

3. Merapi Lava Tour 0,6372 
4. Rafting Sungai Elo 0,5957 

5. Snorkeling 0,6879 

6. Sunrise 0,6879 
7. Mangunan 0,5543 

8. Gua Pindul2 0,5543 

9. Merapi 0,6372 
10. Kalibiru2 0,5543 

11. Indrayanti 0,6372 

12. Candi Borobudur 0,605 
13. Gua Pindul3 0,4714 

14. Hutan Pinus 0,6879 

15. Kalibiru3 0,4714 
16. Air Terjun Sri Gethuk 0,8123 

17. Umbul Ponggok 0,5543 

18. Candi Prambanan 0,6879 
19. Indrayanti 0,605 

20. Rafting Sungai Elo 0,5957 

21. Keraton Jogja 0,605 
22. Dieng Wonosobo 0,4714 

23 Keraton Solo 0,605 

  

  From Table 3, it can be seen that the package with the highest preference value shows the best package 

for tourists to choose from. The Sri Gethuk Waterfall Package has the highest value because, with a cheap 

package price, it gets quite a lot of facilities and the largest number of participants, namely 5. Furthermore, 

several packages have low preference values, namely the Kalibiru3 Package, the Pindul3 Cave Package, and 

the Dieng Wonosobo Package. The three packages have relatively expensive prices for the number of 

participants as many as 3 people and fewer facilities too. 

 

4. CONCLUSION 

The Fuzzy SAW method can help tourists choose the best Tour and Travel package based on the three 

available criteria. From the SAW calculation, it can be seen that packages that have a preference value above 

0.7 are highly recommended to be selected. Meanwhile, preference values above 0.6 to 0.7 are still considered 

to be selected, because they have an advantage in one of the criteria. For preference values below 0.6 it is not 

recommended to choose because the package is too expensive and not worth what you get. 
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 Palm oil is a vegetable oil obtained from the mesocarp fruit of the palm tree, 

generally, from the species, Elaeis guineensis, and slightly from the species 

Elaeis oleifera and Attalea maripa. Palm oil is naturally red due to its high 

alpha and beta-carotenoid content. Palm kernel oil is different from palm 

kernel oil produced from the same fruit core. Planning for palm oil production 

is necessary because it greatly affects to the level of the country’s economy. 

Forecasting can reduce uncertainty in planning. Forecasting used in the palm 

oil problem is two-factor forecasting using the Kumar method with uama 

factors in the form of palm oil production and supporting factors in the form 

of land area. The forecasting is evaluated using AFER and MSE, from the 

acquisition of AFER value of 1.212% <10%, then the forecasting has very 

good criteria. 
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1. INTRODUCTION 

Palmoil Grown only in the tropics, the oil palm tree produces high-quality oil used primarily for 

cooking in developing countries [1]. It’s an edible vegetable oil that comes from the fruit of oil palm trees, the 

scientific name is Elaeis guineensis [2]. Two types of oil can be produced; crude palm oil comes from squeezing 

the fleshy fruit, and palm kernel oil which comes from crushing the kernel, or the stone in the middle of the 

fruit. Palm oil is in nearly everything – it’s in close to 50% of the packaged products we find in supermarkets, 

everything from pizza, doughnuts and chocolate, to deodorant, shampoo, toothpaste and lipstick. It’s also used 

in animal feed and as a biofuel in many parts of the world [3]. 

Planning, sense of planning can also be defined as an activity or coordinated activity to achieve that 

particular goal within a certain period. Thus, in a plan there will be activities or activities testing several 

directions of achievement, assessing uncertainty, measuring capacity, determining the direction of 

achievement, and also determining steps to achieve it. According to [4] stated that the understanding of this 

planning is a process of determining what to achieve in the future and also sets the necessary steps to achieve 

it. In real life not all the sets we encounter in everyday life are firmly defined. In addressing the problem of set 

with an indecisive boundary Professor Lotfi A. Zadeh, an expert in computer science, University of California, 

Berkeley attributed the set to a function that expresses the degree of conformity of the elements in its universe 

to the concept that is a condition of membership of the function [5]. That function is called a membership 

function and the value of that function is called the degree of membership of an element in the set. A fuzzy set 

is a set expressed by a membership function, which maps each domain in the fuzzy set to exactly one number 
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at intervals of zero to one. Time series data forecasting predicts what will happen based on past data. Data 

consist of a set word and sentence [6].  A probabilistic feature model was generated as a reference for the 

calculation of the data test classification [7]. A time series is a collection of regular observations on a variable 

over the same period and successively. By learning how variable changes over time, a relationship between 

need and time can be formulated and used to predict the level of future needs. 

Research using FST has been developed by various researchers, among others, is the use of FST 

method to solve the problem of forecasting of historical data in the form of Linguistic values [8], [9], research 

on the use of new methods in interval sharing that is frequency density-based partitioning that produces more 

accurate forecasting results than using the usual interval sharing method in the fuzzy time series method [10]–

[14]. In addition, FST is also used for sales forecasting, stock price forecasting, inflation forecasting to 

electricity load forecasting. The application of fuzzy forecasting that has been carried out is time series 

forecasting with various methods implemented in the University of Alabama enrollment data from 1971-1992 

to obtain a method that has a small error value [10], [15]–[17]. One-factor forecasting begins to develop into 

two or more factors forecasting, in contrast to forecasting that uses only one factor, the development of this 

forecast allows researchers to predict time series data using the main factors by considering the supporting 

factors that are then referred to as high order factors. Production of land area, the reason for the selection of 

variables in the form of the land area is a place or container used to cultivate palm oil in units per hectare (Ha). 

Land (land area) is one of the production factors [18].  

 

2. METHOD 

2.1 Fuzzy time series 

Definition 1 [19] 

Suppose 𝐹(𝑡) and 𝐺(𝑡)(𝑡 = ⋯ ,0,1,2,3, … )are two fuzzy time series. If 𝐹(𝑡) caused 𝐹(𝑡 − 1), 𝐺(𝑡 −

1), then the FLR is represented by (𝐹(𝑡 − 1)𝐺(𝑡 − 1)) → 𝐹(𝑡), and called the two-factor FLR, where each 

𝐹(𝑡) and 𝐺(𝑡) is called the main factor and the second factor on (𝑡 = ⋯ ,0,1,2,3, … ). For those factors 𝑘-faktor 
(𝑘 > 2), the FLR can be built. When building a time series fuzzy forecasting model, the number of fuzzy sets 

𝐹(𝑡) will always be the same for every moment 𝑡(𝑡 = ⋯ ,0,1,2,3, … ). For example, if 𝐹(𝑡 − 1) = 𝐴𝑡 ,
𝐺1(𝑡 − 1) = 𝐵𝑗

1 dan 𝐴𝑟 is a fuzzy set, 𝐹(𝑡 − 1), 𝐺1(𝑡 − 1) → 𝐹(𝑡) can be written as 𝐴𝑡𝐵𝑗
1 → 𝐴𝑟where 𝐴𝑡𝐵𝑗

1 is 

called the premise and 𝐴𝑟 called consequences. If 𝐴𝑡𝐵𝑗
1 → 𝐴𝑟 appear 𝑣 times in the fuzzy time series, it will 

be written as 𝐴𝑡𝐵𝑗
1 → 𝐴𝑟(𝑣) where 𝑣 is a positive integer.  

This method is used the fuzzy time series model. In this approach, the value of the fuzzy time series 

is the fuzzy set, and there is a relationship between observation at t time and observation at the previous time. 

The model has been developed using two fuzzy time series techniques, the Chen-type arithmetic model, and 

the modified one. 

Given fuzzy the main factor in the 𝑖 year is the 𝐴𝑖and no fuzzy group relationships are available, then 

the forecast of the main factor in the year 𝑖 + 1is the middle value of the 𝐴𝑖. with 𝐴𝑖 → 𝐴𝑖, 𝐴𝑖have a maximum 

membership value at 𝑈𝐴𝑖  intervals weighted average model. The model developed has been customized and  

Definition 2 [20] 

Given fuzzy the main factor in the 𝑖 year is 𝐴𝑖, the relationship of the fuzzy group is expressed with 

the 𝐴𝑖 → 𝐴𝑘, then the forecast of the main factor in the 𝑖 year is the average middle value of 𝐴𝑖 and 𝐴𝑘. By 𝐴𝑘 

is a linguistic that has a maximum membership value at 𝑈𝐴𝑛intervals. 

Definition 3.9.2 

Given fuzzy the main factor in the 𝑖 year is the 𝐴𝑖, the fuzzy group relationship is expressed by 𝐴𝑖 →
𝐴𝑘1, 𝐴𝑖 → 𝐴𝑘2, 𝐴𝑖 → 𝐴𝑘𝑝, then the forecast value at 𝑖 + 1 is in the equation below: 

 

(
(𝑚1+ 𝑚2+ …+𝑚𝑝)

𝑝
+

(𝑙1+ 𝑙2+ …+𝑙𝑞)

𝑞
)

2
   (1) 

with 𝐴𝑘1, 𝐴𝑘2, … , 𝐴𝑘𝑝 have a maximum membership value at intervals of 𝑈𝐴𝑘1, 𝑈𝐴𝑘2 , … , 𝑈𝐴𝑘𝑝and each has a 

middle interval value of 𝑚1, 𝑚2, … , 𝑚𝑝and fuzzy supporting factors in the 𝑖 year are 𝐵𝑚and fuzzy group 

relationships its 𝐵𝑚 → [𝐴𝑛1, 𝐴𝑛2, … , 𝐴𝑛𝑞] where 𝐴𝑛1, 𝐴𝑛2, … , 𝐴𝑛𝑞have a maximum membership value at 

intervals of 𝑈𝐴𝑛1, 𝑈𝐴𝑛2, … , 𝑈𝐴𝑛𝑞and each has a middle interval value of 𝑙1, 𝑙2, … , 𝑙𝑞. 

Definition 3 [20]. 

Given fuzzy the main factor in the 𝑖 year is the  𝐴𝑖and no fuzzy group relationships are available, then 

the forecast of the main factor in the year 𝑖 + 1is the middle value of the 𝐴𝑖. with 𝐴𝑖 → 𝐴𝑖, 𝐴𝑖have a maximum 

membership value at 𝑈𝐴𝑖  intervals, shown in Figure 1. 
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Figure 1.  Kumar’s method 

 

 

3. RESULT AND DISCUSSION 

 The data used in this study relates to the production of palm oil in the form of palm oil production 

data in tonnes, and palm oil plantation area in hectares from 2000 to 2019. 

The palm oil production variable is the dependent variable with a time horizon in the form of a time series 

which is then referred to as the main factor, namely 𝑋 

The variable of oil palm plantation area is an independent variable with a time horizon in the form of a time 

series which is then referred to as a supporting factor, namely 𝑌𝑖  

 

Step 1: Defines the discussion universe for each factor, using the following definitions: 

 

𝑋𝑚𝑖𝑛 = 2991.3           𝑋𝑚𝑎𝑥 = 8688.9   𝐷𝑋1 = 391.3    𝐷𝑋2 = 211.1 

   𝑌1
𝑚𝑖𝑛 = 5094.86       𝑌1

𝑚𝑎𝑥 =  29637.5   𝐷𝑌11 = 94.86  𝐷𝑌12 = 162.5 

 

Suppose that the main factor universe (𝑈) in equation below 

𝑈 = [𝑋𝑚𝑖𝑛 − 𝐷𝑋1 , 𝑋𝑚𝑎𝑥 + 𝐷𝑋2 ] = [2600,8900 ]    (2) 

 

Suppose the universe of supporting factors (𝑊) 

𝑊 = [𝑌1
𝑚𝑖𝑛 − 𝐷𝑌11 , 𝑌1

𝑚𝑎𝑥 + 𝐷𝑌12 ] = [5000 ,29800 ]  (3) 

 

Defining the length of the interval for the main factor  

 

𝑙𝑋 =
[ (𝑋𝑚𝑎𝑥+𝐷𝑋2)− (𝑋𝑚𝑖𝑛−𝐷𝑋1) ]

𝑚
= 835        (4) 

 

Defining the length of the interval for a contributing factor  

 

𝑙𝑌1 =
[ (𝑌1

𝑚𝑎𝑥+𝐷
𝑌12

)− (𝑌1
𝑚𝑖𝑛−𝐷

𝑌11
) ]

𝑚
= 2480    (5) 

 

Steps 2 and 3: Division of the universe into intervals [21] shown in Table 1. 
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Table 1. Linguistic of main and second factor 

Fuzzy 

Second factor Linguistic Main factor Linguistic 

[5000 ; 7480] A1 [2600 ; 3500] B1 

[7480 ; 9960] A2 [3500 ; 4400] B2 

[9960 ; 12440] A3 [4400 ; 5300] B3 

[12440 ; 14920] A4 [5300 ; 6200] B4 

[14920 ; 17400] A5 [6200 ; 7100] B5 

[17400 ; 19880] A6 [7100 ; 8000] B6 

[19880 ; 22360] A7 [8000 ; 8900] B7 

[22360 ; 24840] A8     

[24840 ; 27320] A9     

[27320 ; 29800] A10     

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Triangular membership function 

 

 
 

Steps 5: Set define a fuzzy set group for each factor, FLR from the main factor: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FLR from the second factor: 

Step 6: Forecasting, using the following definition is shown in Table 2. 

 

 

 

 

(6) 
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Table 2.  Forecast value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step 7: Count the error  

Mean Squared Error (MSE) 

𝑀𝑆𝐸 =
∑ (𝑋𝑖 − 𝐹𝑖)

2𝑛
𝑖=1

𝑛
= 197607.2 

 

Then AFER (Average Forecast Error Rate)  

𝐴𝐹𝐸𝑅 =

|𝑋𝑖 − 𝐹𝑖|
𝑋𝑖

𝑛
× 100% = 1.212% 

by the following criteria be seen in Table 3. 

 

Table 3. AFER criteria 

 

 

 

 

 

 

 

 

 

4. CONCLUSION 

From the research conducted, In this section, we have fuzzy time series forecasting multi-factor one 

cross association as a forecasting method to forecast palm oil production influenced by plantation land area 

then using the frequency density partitioning modification method applied to the database that has been 

grouped. The results of the estimates show that the proposed method has a higher forecast performance. It is 

known that the AFER value is 1.212% according to the AFER criteria table 1.212%<10%, it can be concluded 

that the forecast has very good criteria. 

 

Year Production (Ton)  Forecast 

2000 2991.3   

2001 3152.4 3125 

2002 3258.6 3125 

2003 3429.2 3125 

2004 3496.7 3125 

2005 3593.4 3125 

2006 3748.5 3425 

2007 4101.7 4025 

2008 4451.8 4025 

2009 4888 5000 

2010 5161.6 5000 

2011 5349.8 5000 

2012 5995.7 5900 

2013 6108.9 5900 

2014 6332.4 6125 

2015 6724.9 6650 

2016 6462.1 6875 

2017 6685.2 6875 

2018 8507.4 6875 

2019 8688.9 8450 

AFER criteria 

AFER Criteria 

<10% Very good 

10% -20% Good 

20% -50% Pretty good 

> 50% Not good (bad) 

(7) 

(8) 



16               ISSN: 2746-0991 

 

 J. Soft. Comp. Explor., Vol. 2, No. 1, March 2021: 11 - 16 
DOI: 

REFERENCES  

[1] I. E. Henson, “A brief history of the oil palm,” Palm Oil Prod. Process. Charact. Uses, pp. 1–29, 2012, 

doi: 10.1016/B978-0-9818936-9-3.50004-6. 

[2] H. Purnomo et al., “Reconciling oil palm economic development and environmental conservation in 

Indonesia: A value chain dynamic approach,” For. Policy Econ., vol. 111, 2020, doi: 

10.1016/j.forpol.2020.102089. 

[3] H. Herdiansyah, H. A. Negoro, N. Rusdayanti, and S. Shara, “Palm oil plantation and cultivation: 

Prosperity and productivity of smallholders,” Open Agric., vol. 5, no. 1, pp. 617–630, 2020, doi: 

10.1515/opag-2020-0063. 

[4] E. Hambali and M. Rivai, “the potential of palm oil waste biomass in Indonesia in 2020 and 2030,” 

IOP Conf. Ser. Earth Environ. Sci., vol. 65, no. 1, 2017, doi: 10.1088/1755-1315/65/1/012050. 

[5] L. A. Zadeh, “Fuzzy sets,” Inf. Control, vol. 8, no. 3, pp. 338–353, 1965, doi: 10.1016/S0019-

9958(65)90241-X. 

[6] N. Kurniawan, “Electrical energy monitoring system and Automatic Transfer Switch (ATS) Controller 

with the internet of things for solar power plants,”. J. Soft Comput. Explor., vol. 1, no. 1. pp. 16–23, 

2020. 

[7] I. E. Tiffani, “Optimization of naïve bayes classifier by implemented unigram , bigram , trigram for 

sentiment analysis of hotel review,”. J. Soft Comput. Explor., vol. 1, no. 1, pp. 1–7, 2020. 

[8] Q. Song and B. S. Chissom, “Forecasting enrollments with fuzzy time series - Part I,” Fuzzy Sets Syst., 

vol. 54, no. 1, pp. 1–9, 1993, doi: 10.1016/0165-0114(93)90355-L. 

[9] Q. Cai, D. Zhang, W. Zheng, and S. C. H. Leung, “A new fuzzy time series forecasting model combined 

with ant colony optimization and auto-regression,” Knowledge-Based Syst., vol. 74, pp. 61–68, 2015, 

doi: 10.1016/j.knosys.2014.11.003. 

[10] T. A. Jilani, S. Muhammad, A. Burney, and C. Ardil, “Fuzzy metric approach for fuzzy time series 

forecasting based on frequency density based partitioning,” Internaltional J. Comput. Electr. Control 

Inf. Eng., vol. 4, no. 7, pp. 39–44, 2010. 

[11] B. Garg, M. M. Sufyan Beg, A. Q. Ansari, and B. M. Imran, “Fuzzy time series prediction model,” 

Commun. Comput. Inf. Sci., vol. 141 CCIS, pp. 126–137, 2011, doi: 10.1007/978-3-642-19423-8_14. 

[12] O. Cagcag Yolcu, U. Yolcu, E. Egrioglu, and C. H. Aladag, “High order fuzzy time series forecasting 

method based on an intersection operation,” Appl. Math. Model., vol. 40, no. 19–20, pp. 8750–8765, 

2016, doi: 10.1016/j.apm.2016.05.012. 

[13] R. Wulandari, Farikhin, B. Surarso, and B. Irawanto, “First-order fuzzy time series based on frequency 

density partitioning for forecasting production of petroleum,” IOP Conf. Ser. Mater. Sci. Eng., vol. 

846, no. 1, 2020, doi: 10.1088/1757-899X/846/1/012063. 

[14] B. Irawanto, R. W. Ningrum, B. Surarso, and Farikhin, “An improved forecasting method of frequency 

density partitioning (FDP) based on fuzzy time series (FTS),” J. Phys. Conf. Ser., vol. 1321, no. 2, 

2019, doi: 10.1088/1742-6596/1321/2/022082. 

[15] M. Y. Chen, “A high-order fuzzy time series forecasting model for internet stock trading,” Futur. 

Gener. Comput. Syst., vol. 37, pp. 461–467, 2014, doi: 10.1016/j.future.2013.09.025. 

[16] S. M. Chen, “Forecasting enrollments based on high-order fuzzy time series,” Cybern. Syst., vol. 33, 

no. 1, pp. 1–16, 2002, doi: 10.1080/019697202753306479. 

[17] R. Zhang, B. Ashuri, and Y. Deng, “A novel method for forecasting time series based on fuzzy logic 

and visibility graph,” Adv. Data Anal. Classif., vol. 11, no. 4, pp. 759–783, 2017, doi: 10.1007/s11634-

017-0300-3. 

[18] M. Bose and K. Mali, “Forecasting with multivariate fuzzy time series: A statistical approach,” Adv. 

Intell. Syst. Comput., vol. 1085, pp. 247–257, 2020, doi: 10.1007/978-981-15-1366-4_20. 

[19] F. Li and F. Yu, “Multi-factor one-order cross-association fuzzy logical relationships based forecasting 

models of time series,” Inf. Sci. (Ny)., vol. 508, pp. 309–328, 2020, doi: 10.1016/j.ins.2019.08.058. 

[20] S. Kumar and N. Kumar, “Two factor fuzzy time series model for rice forecasting,” Int. J. Comput. 

Math. Sci, vol. 4, no. 1, pp. 56–61, 2015. 

[21] C. Yasunobu, M. Kosaka, K. Yokomura, and K. Honda, “A decision support system building tool with 

fuzzy logic and its application to chart technical analysis,” Adapt. Intell. Syst., pp. 19–32, 1992, doi: 

10.1016/b978-0-444-89838-8.50005-9. 

 



 

  

 

 

Journal homepage: https://shmpublisher.com/index.php/joscex           17 

A combination of TDM and KSAM to determine initial feasible 

solution of transportation problems 
 

Muhammad Sam’an1, Yahya Nur Ifriza2 
1Postgraduate Student, Faculty of Technology Management and Business, Universiti Tun Hussein Onn Malaysia, 

Malaysia 
2Department of computer science, Universitas Negeri Semarang, Indonesia 

 

Article Info  ABSTRACT 

Article history: 

Received  Jan 22, 2021 

Revised  Feb 26, 2021 

Accepted March 15, 2021 

 

 In case of the Transportation Problem (TP), it was found that TP had 

equal the smallest 𝑐𝑖𝑗  so that the existing methods will be generated 

two or more IFS values. The newly developed algorithm is generated 

through a combination of Total Difference Method (TDM) and 

Karagul-Sahin Approximation Method (KSAM) algorithm, is capable 

to determine the initial feasible solution of TP. Based on the numerical 

illustration of the TP example to evaluate the performance of the new 

proposed algorithm. The computational performances have been 

compared to the existing methods (TDM1 and KSAM) and the results 

shown this algorithm achieved better performance than the existing 

methods for TP example.  The recommendation of the research is the 

new proposed algorithm integration with Stepping Stone and MODI 

methods in future research to evaluate the optimal solution of TP and 

determination of optimal solution in the event of information 

uncertainty about the parameters of the TP. 
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1. INTRODUCTION  

The method of finding Initial Feasible Solution (IFS) by assigning the smallest 𝑐𝑖𝑗  as base cell in 

Transportation Problem (TP) table has been widely used by several algorithms such as classical algorithm 

namely Least Cost Method (LCM) takes into account the smallest 𝑐𝑖𝑗  in the TP table and Vogel’s 

Approximation Method (VAM) takes into account the highest penalty 𝑐𝑖𝑗  which is denotes the difference 

between the smallest 𝑐𝑖𝑗  and the next smallest 𝑐𝑖𝑗  in each row and each column of the TP table. 

Subsequently, various types of finding IFS methods by determining the smallest 𝑐𝑖𝑗  of TP table were 

introduced by many researchers [1]–[3]. The pointer 𝑐𝑖𝑗  calculated by selecting the difference from the highest 

𝑐𝑖𝑗  and second-highest 𝑐𝑖𝑗  for each row and each column, unlike VAM [4]. Total Opportunity Cost Table 

(TOCT) calculate the Distribution Indicators (DI) by the difference of the greatest unit 𝑐𝑖𝑗  and second gretest 

unit 𝑐𝑖𝑗 , then the highest two DI are selected as the base cell, and loads are imposed on the original TP 

corresponding to the base cells of the TOCT [5]. The lowest Allocation Method (LAM) was developed from 

LCM that also take into account the minimum of supply or demand for allocation in the smallest 𝑐𝑖𝑗  of TP table 

https://shmpublisher.com/index.php/joscex
https://creativecommons.org/licenses/by-sa/4.0/
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[6]. Advanced Vogel’s Approximation Method (AVAM) to overcome case of TP which has the equal smallest 

𝑐𝑖𝑗  in the TP table [7]. TOCM-SUM Approach is calculated by the pointer 𝑐𝑖𝑗  for each row and column of the 

TOCM by selecting the sum of all entries in the respective row or column and made a maximum possible 

allocation to the smallest 𝑐𝑖𝑗  cell corresponding to the highest pointer 𝑐𝑖𝑗  [8]. Tuncay Cana’s Approximation 

Method determined to the cell having the nearest 𝑐𝑖𝑗  to this average 𝑐𝑖𝑗  considering the demand and production 

constraints [9]. Incessant Allocation Method (IAM) [10] and Allocation Table Method (ATM) [11] are iterative 

methods based on the allocation table. Modification of TDM (Total Different Method) 1 considers penalty only 

for a row of TP table [12]. Global Minimum Method (GMM) [13]. Azad Hasan Method (AHM) is an effective 

algorithm for allocating the lowest number of demands and supplies to the lowest distribution cost of TP [14], 

[15]. The modification of TDM by adding the rules for selecting the highest penalty value and checking the 

lowest distribution cost followed by a combination of TOCM and TDM modification [16].  Total  Opportunity  

Cost  Matrix  –  Supreme  Cell [17]. The novel approximation method is called Karagul-Sahin Approximation 

Method (KSAM) [18]. Zack algorithm [19] and Key Cell method (KCM) based avoiding maximum cost cells 

for making allocation [20]. An innovative strategy to obtain IBFS of TP  based on penalty value  [21].  The 

bottleneck transportation problem is based on pseudo cost to repair the IBFS that was obtained by classical 

transportation algorithm [22].  The revised  ASM  method [23]. The  combination  of  TOCM  and  ASM  

(TOCM-ASM) [24], [25].  

All proposed methods above by previous researchers illustrated the importance of taking the smallest 

𝑐𝑖𝑗  of TP as a base cell for allocating the numbers of supplies and demands of TP because it will affect the 

value of IFS. But, these proposed methods will only run perfectly if the TP does not have equal smallest 𝑐𝑖𝑗  

during the TP computations. Whenever there is equal smallest 𝑐𝑖𝑗  in TP computations, the outcomes of the 

methods will fail to determine the smallest 𝑐𝑖𝑗 . Several methods have proposed alternatives solution by 

choosing one of the equal smallest 𝑐𝑖𝑗  value available. Nevertheless, these alternative solutions for TP will 

result in more than one IFS value. Consequently, the IFS value generated will be different and it is depending 

on the smallest 𝑐𝑖𝑗  value is chosen which is used to compute the IFS. 

Therefore, the objective of this research is to overcome the limitations and complications of having 

two or more IFS values generated through the modification of TDM and followed by integrating with KSAM 

algorithm. This new algorithm is proposed which is design to obtain optimal IFS value of TP. 

 

2. MODELLING OF TRANSPORTATION PROBLEM 

The modeling of transportation problems (TP) can be formulated the following equation to determine 

the approximation value of 𝑥𝑖𝑗  that minimizes the total distribution cost as follows,  

 minT = ∑𝑚𝑖=1 ∑
𝑛
𝑗=1 𝑐𝑖𝑗𝑥𝑖𝑗  (1) 

 subject to  

 ∑𝑛𝑗=1 𝑥𝑖𝑗 ≤ 𝑠𝑖 (2) 

  

 ∑𝑚𝑖=1 𝑥𝑖𝑗 ≤ 𝑑𝑗 (3) 

 and  

 𝑥𝑖𝑗 ≥ 0∀𝑖, 𝑗(𝑖 = 1,2, … ,𝑚; 𝑗 = 1,2, … , 𝑛). (4) 

 

where m represents a total of supply, n represents a total of demand, 𝑠𝑖 is 𝑖𝑡ℎ suppply, 𝑑𝑗 is 𝑗𝑡ℎ demand, 𝑐𝑖𝑗  is 

distribution cost from 𝑖𝑡ℎ suppply to 𝑗𝑡ℎ demand, 𝑥𝑖𝑗  is the number of approximation unit to assign from 𝑖𝑡ℎ 

suppply to 𝑗𝑡ℎ demand, minT is minimal total distribution cost. 

 

If total supply identically with the total demand is called a balance TP and given as, 

 

 ∑𝑚𝑖=1 𝑠𝑖 = ∑
𝑛
𝑗=1 𝑑𝑗 (5) 

 

3. THE NEW PROPOSED ALGORITHM 

The setting of the smallest 𝑐𝑖𝑗 which has equal values in the base cells in TP table affects the location 

of 𝑥𝑖𝑗  allocated on the resulting IFS value depends on the setting of the smallest 𝑐𝑖𝑗.  The new proposed 

algorithm is based on the modification cation of the TDM algorithm and is integrated with the KSAM 

algorithm, it is advantageous that the original of TDM and KSAM algorithms are shown as is Algorithm 1 in 

shown Figure 1 and Figure 2, respectively. 



J. Soft. Comp. Explor. ISSN: 2746-0991          19 

A combination of TDM and KSAM to determine initial feasible solution (Muhammad Sam’an) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. TDM1 algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. KSAM algorithm 

 

The new proposed algorithm starts by checking either Eq. (5) is satisfied or not and followed by 

calculation of proportional demand matrix (𝛼𝑖𝑗) and proportional supply matrix (𝛼𝑗𝑖) by using Eq. (6) and (7), 

respectively [11].  

 

 𝛼𝑖𝑗 =
𝑑𝑗

𝑠𝑖
, 𝑖 = 1,2, … ,𝑚; 𝑗 = 1,2, … , 𝑛. (6) 

  

 

 𝛼𝑗𝑖 =
𝑠𝑖

𝑑𝑗
, 𝑗 = 1,2, … , 𝑛; 𝑖 = 1,2, … ,𝑚. (7) 
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 𝛼𝑖𝑗𝛼𝑗𝑖 = 1 (8) 

 

Determine the sum of 𝛼𝑖𝑗 and 𝛼𝑗𝑖, the resulting value is called weighted distribution cost matrix (𝜔𝑖𝑗). 

The new proposed algorithm in detail is Algorithm 3 in shown Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The new proposed algorithm 

 

4. NUMERICAL ILLUSTRATIONS  

The numerical illustration used an example of a transportation problem to explain the new proposed 

algorithm is shown Table 1 ([16]). 

 

Table  1.  An original data of transportation problem in example . 

   

 

The solution of the transportation problem example 1 in Table 1 is solved by using Algorithm 3 as follows: 

 

Step 1 : Calculating 𝛼𝑖𝑗 and 𝛼𝑗𝑖. For 𝑖=1,2,3,4;𝑗=1,2,3,4,5,6 are obtained as bellows 

 

 

 𝛼46 = 

(

 
 

1 1 2 2 2 3
0.4 0.4 0.8 0.8 0.8 1.2
0.33 0.33 0.67 0.67 0.67 1
0.22 0.22 0.44 0.44 0.44 0.67

)

 
 

 and 𝛼64 = 

(

 
 

1 1 0.5 0.5 0.5 0.33
2.5 2.5 1.25 1.25 1.25 0.83
3 3 1.5 1.5 1.5 1
4.5 4.5 2.25 2.25 2.25 1.5

)

 
 

𝑇

 

 

Sources 
Destination  𝑠𝑖  

   D 1   D 2   D 3  D 4   D 5   D 6  
S 1   9   12   9   6   9   10   2  

S 2   7   3   7   7   5   5   5 

S 3   6   5   9   11   3   11   6  

S 4   6   8   11   2   2   10   9  

𝑑𝑗   2   2   2   4   4   6    
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Step 2: Calculating 𝜔𝑖𝑗 . For 𝑖=1,2,3,4;𝑗=1,2,3,4,5,6 is produced as bellow 

 

 𝝎𝟒𝟔 = 

(

 
 

18 24 22.5 15 22.5 33.3
23.2 8.7 14.35 14.35 10.25 10.17
20 16.67 19.5 23.8 6.5 22
28.33 37.78 29.69 5.39 5.39 21.67

)

 
 

 

 

Step 3: Calculating 𝐹𝑗. For 𝑗=1 so 𝐹1 is obtained as bellows 

 

 

 

 

 

 

 

Step 4: Selecting the highest of 𝐹1 is 𝐹1 of column-2 

Step 5: Selecting the least 𝜔𝑖𝑗  in 𝐹1 of column-2 is 𝜔22.  

Step 6: Allocating the 𝑥22 to 𝜔22 with 𝑥32 = min(𝑠2, 𝑑2) = min(2,5) = 2 such that 𝑠2 = 𝑠2 − 𝑑2 = 5 − 2 =
3 and 𝑑2 = 𝑑2 − 𝑑2 = 2 − 2 = 0. Since 𝑠2 ≠ 0 and 𝑑2 = 0 then cross out of 𝑑2. 

Step 7: Re-calculating the penalty without considering 𝑑2 such that for 𝑗= 2 is obtained as bellows. 

 

 

  

 

  

 

 

Step 8: Repeat Step 3 until Step 6 such that ∑𝑚𝑖=1 𝑠𝑖 = ∑
𝑛
𝑗=1 𝑑𝑗. The final result is shown in Table 2. 

 

Table  2. The new proposed algorithm with a penalty. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Step 9: Finally, calculating minimal total distribution cost by using Eq. (1). The result of minT is 115. The 

feasible solution table of example 1 can be seen Table 3.  

 

Table  3. The feasible solution table of example. 

   

 

 

 

 

 

 

 

 

 

Sources 
Destination 

 D 1   D 2   D 3  D 4  D 5   D 6  
S 1   18   24   22.5   15   22.5   33.3  

S 2   23.2   8.7   14.35   14.35   10.25   10.17  

S 3   20   16.67   19.5   23.8   6.5   22  

S 4   28.33  37.78   29.69   5.39   5.39   21.67  

𝐹1   14.63   52.34   28.59   37.01   23.08   46.5  

𝐹2   14.63   0   28.59   37.01  23.08   46.5  

𝐹3   12.33   0   13.13   28.05   18.22   12  

𝐹4   12.33   0   13.13   0   18.22   12  

𝐹5   12.33   0   13.13   0   0   12  

𝐹6   2   0   3   0   0   11.33  

𝐹7   2   0   3   0   0   0  

𝐹8   2   0   0   0   0   0  

𝐹9   0   0   0   0   0   0  

Sources 
Destination 𝑠𝑖 

 D 1   D 2   D 3  D 4   D 5   D 6  
S 1   0   0   0   0   0   2   2  

S 2   0   2   0   0   0   3   5 

S 3   2   0   4   0   0   0   6  

S 4   0   0   0   4   4   1   9  

𝑑𝑗   2   2   2   4   4   6    



22                ISSN: 2746-0991 

 

  

 J. Soft. Comp. Explor., Vol. 2, No. 1, March 2021:  17 - 24 

DOI: 

5. DISCUSSION 

The application of the new proposed has been described with a numerical illustration of transportation 

problem example which has not only one or more the smallest 𝑐𝑖𝑗  of the TP table. The solving of TP example 

used the Algorithm 3 did not raise the potential to produce more than one IFS. It can be shown from the highest 

penalty used to determine which is base cell has not the equal value.  

Meanwhile, the solving of TP example used Algorithm 3 (TDM 1[12]) raised the potential to produce 

more than on IFS. It is because the highest penalty has equal value. The highest penalty of TP example was 

produced by Algorithm 1 is shown in Table 4. If we compare the highest penalty obtained by Algorithm 1 with 

Algorithm 3, then Algorithm 3 is better at producing the highest penalty than Algorithm 1. Besides that, 

Algorithm 1 does not provide additional conditions if there is the highest penalty with the equal value such that 

it can potentially be Algorithm 1 cannot be made to solve TP example. 

 

Table  4. The penalties of transportation problem in example generated TDM 1. 

   

 

 

 

 

 

Furthermore, the solving of TP example used Algorithm 2 (KSAM [18]) showed also the potential to 

generate not only one or more on IFS. It is caused by weighted transportation cost matrix by demand (WCD) 

or weighted transportation cost matrix by supply (WCS) which is assigned to select the smallest 𝑐𝑖𝑗  as a base 

cell has equal value. The value of WCD and WCS on TP example as follows, 

 

 WCD = 

(

 
 

9 12 18 12 18 30
2.8 1.2 5.6 5.6 4 6
2 1.67 6 7.3 2 11
1.3 1.78 4.89 0.89 0.89 6.67

)

 
 

 and   

WCS = 

(

 
 

9 12 4.5 3 4.5 3.3
17.5 7.5 8.75 8.75 6.25 4.17
18 15 13.5 16.5 4.5 11
27 36 24.75 4.5 4.5 15

)

 
 

𝑇

 

 

If we also compare WCS and WCD obtained by Algorithm 2 with the penalty of Algorithm 3, then 

Algorithm 3 is better than Algorithm 2. Similarly, with the TDM 1, Algorithm 2 does not provide additional 

conditions if there is the WCD or WCS with the equal value such that it can potentially be Algorithm 2 cannot 

be made to solve TP example. TDM 1 and KSAM add criteria by freely selected the equal highest penalty 

(Algorithm 1) and equal value of WCD or WCS (Algorithm 2) so that IFS will be obtained. Therefore, the 

result comparison Of IFS between the new proposed method (Algorithm 3) with the existing methods 

(Algorithm 1 [12] and Algorithm 2 [18]) is shown Table 5.  In this table can be seen the new proposed algorithm 

solved the TP example better than TDM 1 and KSAM. The algorithm of TDM and KSAM produced two IFS. 

The first IFS produced by TDM 1 algorithm is better than the new proposed algorithm and otherwise, the 

second IFS produced by TDM algorithm fewer results compared to the new proposed algorithm. Meanwhile, 

both IFS (WCS) generated by KSAM algorithm is better than the new proposed algorithm. 

 

Table  5. The result comparison of IFS. 

   

 

 

 

 

 

 

 

 

Sources  Destination  𝐹𝑖 
  D 1   D 2   D 3   D 4   D 5   D 6  

S 1   9   12   9   6   9   10   19  

S 2   7   3   7   7   5   5   16  

S 3   6   5   9   11   3   11   27 

S 4   6   8   11   2   2   10   27 

The existing method   Initial Feasible Solution (IFS) 

TDM1  

 117 (1) 

 110 (2)  

KSAM  

 123 (WCD) 

 121 (WCS-1) 

 131 (WCS-2) 

The new proposed algorithm   115  
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6. CONCLUSION 

The importance of setting the smallest 𝑐𝑖𝑗  as the base cell for finding IFS of TP to determine the 

optimal solution which is the minimum total cost. The new proposed algorithm is developed based on the 

KSAM characteristics improvisation plus integration of modified TDM algorithm. It also considers the supply 

and demand coverage ratio (weights) as well as the smallest 𝑐𝑖𝑗  and included the penalties calculations for each 

column. This new proposed algorithm is capable to find the IFS effectively and efficiently. The numerical 

illustration of TP example indicated that the new proposed algorithm numerical results is comparable to the 

existing methods. The new proposed algorithm achieved better performance than TDM 1 and KSAM 

algorithms for TP example. In addition, it is also recommended that the new proposed algorithm integration 

with Stepping Stone and MODI methods in future research to evaluate the optimal solution of TP and 

determination of optimal solution in the event of information uncertainty about the parameters of TP. 
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In the literature, the fuzzy optimal solution of balanced triangular 

fuzzy transportation problem is negative fuzzy number. This is 

contrary to the constraints that must be non-negative. Therefore, the 

three stages algorithm is proposed to overcome this problem. The 

proposed algorithm consists of segregated method with segregating 

triangular fuzzy parameters into three crisp parameters. This method 

avoids the ranking technique. Next, total difference method is used to 

get the initial basic feasible solution (IBFS) value based on segregating 

triangular fuzzy parameters. While modified distribution algorithm is 

used to determine optimal solution based on IBFS value. In order to 

illustrate the proposed algorithm is given the numerical example and 

based on the result comparison, the proposed algorithm equality to the 

two existing algorithms and better than the one existing algorithm. The 

proposed algorithm can solve the fuzzy decision-making problems and 

can also be extended to an unbalanced fuzzy transportation problem.  
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1. INTRODUCTION 

In real life, parameters of transportation problems (supply, demand, and transportation cost) 

sometimes are uncertain in values. The transportation cost, depends on fuel prices, congested routes and 

weather, while supply is caused by reduced quantities of raw materials, machine breakdowns and production 

failures. In addition, volatile market situations create uncertainty in demand. However, Zadeh [1] introduced 

transportation problem with the numbers of supply, demand, and transportation cost are represented by fuzzy 

number that is called Fuzzy Transportation Problem (FTP). The solving of FTP, many researchers changed the 

fuzzy parameters to crisp sets and solved by crisp transportation algorithm [2]–[12]. 

[13] used Yanger’s ranking function to change L-R flat fuzzy parameters to crisp numbers and fuzzy 

classical transportation algorithm i.e. VAM (Vogel’s Approximation Method), LCM (Least Cost Method) and 

NWC (North West Corner) to obtain L-R flat fuzzy optimal solution. [14] proposed the new ranking function-

based integral value to rank triangular fuzzy parameters and generalized fuzzy classical algorithm i.e. GVAM, 

GLCM and GNWC to determine a generalized triangular fuzzy optimal solution. [6] simplified the new ranking 

function that was proposed by [3] to rank trapezoidal fuzzy parameters and GLCM to obtain generalized 

trapezoidal fuzzy optimal solution. Chandran and Kandaswamy presented the score ranking method to change  
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the triangular and trapezoidal fuzzy parameters and the modification of fuzzy LCM to find fuzzy optimal 

solution. [7] discussed the ranking method based mean of triangular fuzzy numbers and minimum demand-

supply method to obtain crisp optimal solution. [9] proposed the classical ranking method and VAM-based 

harmonic mean method to obtain penalty value of each column and row. [15] introduced a score and accuracy 

function based on the Pythagorean fuzzy number and applied it on the fuzzy VAM to obtain fuzzy optimal 

solution. [16] presented the classical ranking function and the generalized minimum supply-demand to obtain 

triangular fuzzy optimal solution. [11] presented a segregated advancement scheme based minimum demand-

supply method and stepping stone to obtain triangular fuzzy optimal solution. 

Furthermore, the direct approach of solving FTP such as the Zero point method to obtain fuzzy optimal 

solution [17].  Robust ranking to rank fuzzy number and Zero suffix method to obtain the fuzzy optimal solution 

Fuzzy dual matrix to obtain a fuzzy optimal solution [18], [19], Improved and revised  Zero point  [20]–[22].  

The modification of Zero-point [23]. Particle Swarm Optimization algorithm (PSO) with fuzzy constraint and 

conjugate constraint [24]–[27].   

The use of the ranking function in the solving of FTP has a very significant impact on the resulting 

fuzzy optimal solution. As the results of [13] which produce a negative fuzzy optimal solution, this is contrary 

to the constraints that must be non-negative in the FTP model. In addition, the ranking process takes a long 

time to compute so that it will affect the computational performance that is not good. Therefore, in this article, 

we use the segregated advancement scheme approach based on the total difference method and modified 

distribution method to produce a fuzzy optimal solution without ranking function. 

2. THE MODELING OF BALANCED TRIANGULAR FUZZY TRANSPORTATION PROBLEM 

Based on the triangular fuzzy transportation problem with 𝑎 delivers and 𝑏 receivers. Given 𝑠̃𝑖 =

𝑠𝑖
𝑙 , 𝑠𝑖

𝑚 , 𝑠𝑖
𝑢 be the triangular fuzzy supply at the 𝑖𝑡ℎ deliverer, 𝑑̃𝑗 = 𝑑𝑗

𝑙 , 𝑑𝑗
𝑚, 𝑑𝑗

𝑢 be the triangular fuzzy demand at 

the 𝑗𝑡ℎ receiver where 𝑖 = 1,2, … , 𝑎; 𝑗 = 𝑖 = 1,2, … , 𝑏. Let 𝑐̃𝑖𝑗 = (𝑐𝑖𝑗
𝑙 , 𝑐𝑖𝑗

𝑚, 𝑐𝑖𝑗
𝑢 ) be the per unit triangular fuzzy 

transportation cost from the 𝑖𝑡ℎ deliverer to the 𝑗𝑡ℎ receiver and 𝑥̃𝑖𝑗 = (𝑥𝑖𝑗
𝑙 , 𝑥𝑖𝑗

𝑚, 𝑥𝑖𝑗
𝑢 ) be the number of triangular 

fuzzy approximation unit to assign from the 𝑖𝑡ℎ deliverer to the 𝑗𝑡ℎ receiver. The modeling of balanced 

triangular FTP can be formulated as follows,  

 

 min𝑍 = ∑𝑎
𝑖=1 ∑

𝑏
𝑗=1 𝑐̃𝑖𝑗𝑥̃𝑖𝑗  (1) 

 subject to  

 

∑𝑏
𝑗=1 𝑥̃𝑖𝑗 = 𝑠̃𝑖 𝑖 = 1,2, … , 𝑎,

∑𝑎
𝑖=1 𝑥̃𝑖𝑗 = 𝑑̃𝑗 𝑗 = 𝑖 = 1,2, … , 𝑏

𝑥̃𝑖𝑗 ≥ 0 ∀𝑖, 𝑗

 (2) 

 

3. THREE STAGES ALGORITHM FOR FINDING TRIANGULAR FUZZY OPTIMAL 

SOLUTION  

In this section, the three stages algorithm is proposed to find fuzzy optimal solution of a balanced 

triangular fuzzy transportation problem. The proposed algorithm consists of a segregated scheme to partition 

triangular fuzzy numbers, Total Difference Method (TDM)1 [12] to find Initial Basic Feasible Solution (IBFS) 

and Modified Distribution method (MODI) to obtain optimal solution based IBFS. 

4. A SEGREGATED SCHEME 

The segregated method is based on the possibility of optimized output concept of balanced triangular 

fuzzy transportation problem when the triangular fuzzy parameters with the corresponding demand and supply 

be partitioned one by one. This scheme consists of pointwise segregation of each triangular fuzzy parameters 

such that the first element of each triangular fuzzy parameters will be defined first segregated transportation 

problem is denoted 𝑆𝑇𝑃1. Similarly, the second and third elements of each triangular fuzzy parameters are 

denoted 𝑆𝑇𝑃3 and 𝑆𝑇𝑃3 respectively. 

Using the segregated method, Eq. (1) and (2) can be transformed into the followings three STPs as 

follows,  
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1) 𝑆𝑇𝑃1  

 min𝑍1
𝑙 = ∑𝑎

𝑖=1 ∑
𝑏
𝑗=1 𝑐𝑖𝑗

𝑙 𝑥𝑖𝑗
𝑙  (3) 

 

 

 

∑𝑏
𝑗=1 𝑥𝑖𝑗

𝑙 = 𝑠𝑖
𝑙 𝑖 = 1,2, … , 𝑎,

∑𝑎
𝑖=1 𝑥𝑖𝑗

𝑙 = 𝑑𝑗
𝑙 𝑗 = 𝑖 = 1,2, … , 𝑏

𝑥𝑖𝑗
𝑙 ≥ 0 ∀𝑖, 𝑗

 (4) 

  

2)  𝑆𝑇𝑃2  

 min𝑍2
𝑚 = ∑𝑎

𝑖=1 ∑
𝑏
𝑗=1 𝑐𝑖𝑗

𝑚𝑥𝑖𝑗
𝑚 (5) 

 

 

∑𝑏
𝑗=1 𝑥𝑖𝑗

𝑚 = 𝑠𝑖
𝑚 𝑖 = 1,2, … , 𝑎,

∑𝑎
𝑖=1 𝑥𝑖𝑗

𝑚 = 𝑑𝑗
𝑚 𝑗 = 𝑖 = 1,2, … , 𝑏

𝑥𝑖𝑗
𝑚 ≥ 0 ∀𝑖, 𝑗

 (6) 

  

3) 𝑆𝑇𝑃3  

 min𝑍3
𝑢 = ∑𝑎

𝑖=1 ∑
𝑏
𝑗=1 𝑐𝑖𝑗

𝑢𝑥𝑖𝑗
𝑢  (7) 

 

 

∑𝑏
𝑗=1 𝑥𝑖𝑗

𝑢 = 𝑠𝑖
𝑢 𝑖 = 1,2, … , 𝑎,

∑𝑎
𝑖=1 𝑥𝑖𝑗

𝑢 = 𝑑𝑗
𝑢 𝑗 = 𝑖 = 1,2, … , 𝑏

𝑥𝑖𝑗
𝑢 ≥ 0 ∀𝑖, 𝑗

 (8) 

  

 

4.1 Total Difference Method 1  

For a crisp balanced transportation problem with transportation cost matrix of order (a, b) having 

supply 𝑠𝑖
𝑞
, 𝑖 = 1,2, … , 𝑎; demand 𝑑𝑗

𝑞
, 𝑖 = 𝑗 = 1,2, … , 𝑏 and the corresponding transportation cost 𝑐𝑖𝑗

𝑞
, 𝑞 =

𝑙,𝑚, 𝑢. In detail, TDM 1 algorithm shown in Algorithm 1 shown in Figure 1. 

 

4.2 Modified Distribution Method 

 MODI to obtain the optimal solution of balanced triangular fuzzy transportation problem Algorithm 

2 shown in Figure 2.  

 

4.3  Three Stages Algorithm 
Three stages algorithm to obtain the optimal solution of balanced triangular fuzzy transportation 

problem shown Algorithm 3 shown in Figure 3. 
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Figure 1. TDM 1 algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. MODI algorithm 
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Figure 3. Three stages algorithm 

 

5. NUMERICAL ILLUSTRATION 

 In this section , we illustrate the proposed method by using numerical example is adapted from 

Ebrahimnejad [28] in which a trading company wants to optimize the transportation cost of products.  

Example 1  A leading trading factory wants to obtain the fuzzy number of the commodity that should be 

distributed from each warehouse to each object such that the total fuzzy transportation cost is at a minimum. 

The factory has two production houses and three distribution centers. The parameters of transportation are 

fuzzy numbers that are represented by triangular fuzzy numbers because of disinformation real-life conditions. 

The summary of fuzzy parameters i.e. supply, demand and transportation cost (dollar) are shown in Table 1 

with l as the least amount value, m as the most possible value and u as the greatest amount value.  

 

Table 1. Data of example 1 (in U.S. dollar) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Solution: After implementing the segregated scheme discussed in Section 5.1, three crisp 

transportation problems i.e. 𝑆𝑇𝑃1, 𝑆𝑇𝑃2, 𝑆𝑇𝑃3 are resulted as follows: 

1) for 𝑆𝑇𝑃1 by using Eq. (3) and (4)  

 min𝑍1
𝑙 = 15𝑥11

𝑙 + 55𝑥12
𝑙 + 85𝑥13

𝑙 + 65𝑥21
𝑙 + 80𝑥22

𝑙 + 30𝑥23
𝑙  (9) 

 

subject to 

 

 

𝑥11
𝑙 + 𝑥12

𝑙 + 𝑥13
𝑙 = 75

𝑥21
𝑙 + 𝑥22

𝑙 + 𝑥23
𝑙 = 45

𝑥11
𝑙 + 𝑥21

𝑙 = 35

𝑥12
𝑙 + 𝑥22

𝑙 = 25

𝑥13
𝑙 + 𝑥23

𝑙 = 25

 (10) 

2) for 𝑆𝑇𝑃2 by using Eq. (5) and (6)  

 min𝑍2
𝑚 = 25𝑥11

𝑚 + 65𝑥12
𝑚 + 95𝑥13

𝑚 + 75𝑥21
𝑚 + 90𝑥22

𝑚 + 40𝑥23
𝑚  (11) 
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subject to 

 

 

𝑥11
𝑚 + 𝑥12

𝑚 + 𝑥13
𝑚 = 95

𝑥21
𝑚 + 𝑥22

𝑚 + 𝑥23
𝑚 = 65

𝑥11
𝑚 + 𝑥21

𝑚 = 45

𝑥12
𝑚 + 𝑥22

𝑚 = 35

𝑥13
𝑚 + 𝑥23

𝑚 = 805

 (12) 

  

3) for 𝑆𝑇𝑃3 by using Eq. (7) and (8)  

 min𝑍3
𝑢 = 35𝑥11

𝑢 + 85𝑥12
𝑢 + 105𝑥13

𝑢 + 85𝑥21
𝑢 + 110𝑥22

𝑢 + 50𝑥23
𝑢  (13) 

 

subject to 

 

 

𝑥11
𝑢 + 𝑥12

𝑢 + 𝑥13
𝑢 = 125

𝑥21
𝑢 + 𝑥22

𝑢 + 𝑥23
𝑢 = 95

𝑥11
𝑢 + 𝑥21

𝑢 = 65

𝑥12
𝑢 + 𝑥22

𝑢 = 45

𝑥13
𝑢 + 𝑥23

𝑢 = 110

 (14) 

  

  

After implementing the TDM 1 in Algorithm 5.2, the penalty value resulted  

        (a) for 𝑆𝑇𝑃1 is 𝐹1 = 110 and 𝐹2 = 85 such that the IBFS obtained 
𝑥11
𝑙 = 35 𝑥12

𝑙 = 25 𝑥13
𝑙 = 15

𝑥21
𝑙 = 0 𝑥22

𝑙 = 0 𝑥23
𝑙 = 45

  

        (b) for 𝑆𝑇𝑃2 is 𝐹1 = 110 and 𝐹2 = 85 such that the IBFS obtained 
𝑥11
𝑚 = 45 𝑥12

𝑚 = 35 𝑥13
𝑚 = 15

𝑥21
𝑚 = 0 𝑥22

𝑚 = 0 𝑥23
𝑚 = 65

  

        (c) for 𝑆𝑇𝑃3 is 𝐹1 = 120 and 𝐹2 = 95 such that the IBFS obtained 
𝑥11
𝑢 = 65 𝑥12

𝑢 = 45 𝑥13
𝑢 = 15

𝑥21
𝑢 = 0 𝑥22

𝑢 = 0 𝑥23
𝑢 = 95

  

  

 After implementing the MODI method shown in Algorithm 2(`)@ is used to obtain optimal solution 

based on the IBFS value of all three 𝑆𝑇𝑃𝑞 , 𝑞 = 𝑙,𝑚, 𝑛 and resulted in minimal transportation cost for 𝑆𝑇𝑃𝑙 =

4535, 𝑆𝑇𝑃𝑚 = 7425 and 𝑆𝑇𝑃𝑢 = 12425. 

After combining the minimal transportation cost of all three 𝑆𝑇𝑃𝑞 , so that the fuzzy optimal solution 

of balanced triangular fuzzy optimal solution is (4525, 7425, 1245) where represents that the minimal 

transportation cost most likely will be $7,425 but certainly not less than $4,525. Meanwhile, if things are not 

in favor of decision-maker, it could be as high as $12,425.  

6. CONCLUSION 

In this article, the three stages algorithm consist of a segregated method, total difference method 1 

and modified distribution method is proposed to optimize of balanced triangular fuzzy transportation problem. 

A segregated method scheme and TDM 1 are used to get IBFS value, meanwhile, the MODI method to obtain 

optimal solution based IBFS value. The numerical example is given to illustrate the justification of proposed 

algorithm. The Comparative study of results with the literature journal shows that the fuzzy optimal solution 

that is resulted by proposed algorithm equivalent to those by [13] and [11] and better than those by [2]. All the 

acquired allocations by proposed algorithm there are non-negative triangular fuzzy numbers whereas one 

allocation by [2] is negative and violates the basic rule of trading. 
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 Logistics plays a role in the smooth transaction between companies 

because it is a facilitator of buying and selling goods and services to 

fulfill the supply orders of consumer companies. This study aims to 

analyze how the impact of improved Logistic Service Quality (LSQ) 

for quality of goods delivery services by using LSQ dimensions from 

previous research. Sample data is obtained through the dissemination 

of questionnaires which are then processed quantitatively with 

convergent validity and reliability tests. Data processing with a sample 

count of 61 respondents. The results of this study show that there is the 

main dimension of logistic service quality in improving the quality of 

service, namely ordering condition, time, and information quality. 

Each comparison factor is tested for consistency using the Analytical 

Hierarchy Process (AHP), each of the main criteria has a consistency 

value of less than 0.1 so that the main criteria tested have a consistent 

comparison matrix and can be the basis of decision making for 

companies in choosing alternative criteria priorities. 
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1. INTRODUCTION 

The development of industrial companies in Indonesia is now increasing rapidly with the influence of 

advances in information technology. Especially in the field of goods delivery services which is the process 

framework of a raw material supplier company industrial company [1], [2]. Judging from the rapid 

development of the industry is one of the factors that the logistics industry will be on the verge of growth in 

manufacturing, retail, and real estate that began to emerge to the surface [3].  

Logistics plays a role in the smooth transaction between companies because it is a facilitator of buying 

and selling goods and services to fulfill the supply orders of consumer companies. Customer satisfaction is 

assessed from the quality of service, where a good delivery service is determined by the concept of logistics 

owned [4], [5]. So, in the logistics of delivery of goods punctuality and place affects the satisfaction of 

consumers. 

In this study, the author tried to apply the AHP method in the case of company problems, namely to 

know the influence of LSQ on goods delivery service companies. Previous research [6]–[9] that on the 

relationship between the quality of logistics services with a special emphasis on determining factors as well as 

customer satisfaction which also contains expectations from customers towards improving the quality of 

https://shmpublisher.com/index.php/joscex
https://creativecommons.org/licenses/by-sa/4.0/
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logistics services. By applying the AHP and LSQ methods will be tried to know the sectors that contribute 

predominantly to the company so that the strategy to determine the quality of services in accordance with the 

conditions and capabilities of the company can be done using the concept of supporting the decision. 

LSQ is an interconnected quality construction process, where the construction is reliable and valid in 

all customer segments. The emphasis is placed on each of the different constructions in several customer 

segments. Based on the scale of LSQ, supplier companies can understand the desire and expectations of 

customers in improving the quality of service [10], [11]. 

In improving the quality of goods delivery services, several alternative criteria focus on how the 

condition of supply orders, the speed of delivery of supply goods, and the quality of information delivery 

services when responding to consumer companies, so that good communication is established. The criteria of 

improving the quality of services will be weighted using the information of a company [12], [13]. 

Service quality measurement intends to evaluate the performance of supply goods delivery services 

with selected dimensions. Measurement dimensions can be taken from how the level of customer satisfaction. 

In a previous study [14]–[16] from the observation process it was obtained that the most significant criterion 

in improving customer satisfaction and comfort was the accuracy of order conditions. 

Judging from the importance of improving the quality of goods delivery services, therefore we then 

conduct this research, intending to gain the main criteria weight based on the dimensions of LSQ in improving 

logistics services delivery of goods. 

 

2. METHOD 

The quantitative approach used in this study, quantitative method is an approach used for the research 

of certain populations or samples and based on the philosophy of positivism [16], after the data is collected 

then the data is analyzed which is quantitatively used as an instrument in this study. 

This study using data retrieval techniques through the dissemination of questionnaires will then be 

quantitatively tested with convergent validity and reliability tests using SPSS applications. The data collection 

process uses questionnaires as instruments that are distributed to companies that use logistics services. The 

questionnaire is a technique of collecting sample data from respondents through the instrument of questions 

provided by researchers. 

In order to obtain information there are steps in collecting data that is by making a questionnaire 

consisting of question instruments that correspond to the specified research variables, next determine the 

respondent to fill out a questionnaire that meets the criteria that have been determined, before filling out the 

questionnaire respondents are given the procedure of filling out the questionnaire and the purpose of this study, 

after filling out the questionnaire then the completeness of the questionnaire data, if the data is incomplete then 

the data will not be used as research sample data. The questionnaire data is tailored to the dimensions of LSQ 

from previous research by [15], [16]. Weighting criteria by using Multi-Criteria Decision Making (MCDM) 

namely AHP. 

The object of this research sample is the company that owns the goods and users of logistics services 

delivery of goods. Characteristics of the company that we choose in this study include: (a) companies that often 

utilize logistics services at least one year; (b) the existence of delivery of goods in a year occurs twice delivery; 

(c) never get shipments of goods that are not appropriate; (d) through the website, the company utilizes logistics 

services.  As for the framework of research can be seen in Figure 1. 

 

  

 
 

Figure 1. Framework of research 
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The next step is to analyze the factors that make consumers dissatisfied with the quality of services 

provided, the choice of criteria as an alternative weighting sample. Identify criteria tailored to Logistic Service 

Quality to review the main criteria to be taken. Then weighting is carried out on each alternative based on the  

 

main criteria that have been identified [17]–[19]. This weighting is done by supporting the AHP decision 

method, where the alternative and comparison of each criterion are inputted in the AHP and it is considered 

that it has not been able to meet customer satisfaction is the output attribute of LSQ [16]. 

 

3.  RESULT AND DISCUSSION 

Sample data was obtained through the dissemination of questionnaires at a company that utilizes the 

logistics system as the fulfillment of the supply of raw materials production, where the sample data obtained 

by 61 respondents who are then processed through validity and reliability tests to find out the average of each 

attribute questionnaire using the method of statistical quantity analysis ANOVA and the results can be seen 

Table 1.  

  

Table 1. Convergent validity test  

  

From the results of the convergent validity test, there is an average value of each criterion, taken the 

highest mean value based on the results among others, order condition with a mean value of 4.13, then time 

with a mean value of 4.00, and information quality with a mean value of 3.78. Where the three ratings mean 

value is used as the main criteria for weighting calculation on the method of supporting the decision. 

Next, a correlation test is conducted to determine the strength and direction of the linear relationship 

of the correlation between variables by comparing the calculated R and R values of table. The result is said to 

be valid if the calculated R-value is >Rof the table, and the value is significantly less than 0.05. The test variable 

correlations can be seen Table 2. 

From the reliability test in Table 2, getting the result of Cronbach's Alpha value of each criterion 

greater than 0.6 then we can conclude that the level of stability of measurable data is high and reliable. The 

reliability test can be seen Table 3. From this table, got a value of Cronbach's Alpha greater than 0.6 then it can 

be concluded that the level of stability of measurable data is high and reliable. The next step is data processing 

for the determination of priority weights of each attribute using the AHP method, this determination aims to 

know the consistency of each of the main criteria as an attribute in improving the quality of logistics services 

delivery of goods for companies seen from the point of view of the main criteria. 

 

 

 

 

 

 

 

 

 

 

Construct Items   Mean Std. Deviation 

Information 
Quality 

Ease of accessing service information 3,97 0,73 
Accuracy of information from the provider of 

goods delivery services (logistics) 

3,54 0,721 

Clarity of information from the provider of 
goods delivery services (logistics) 

3,7 0,715 

Order Procedure Provided website of the provider of goods 

delivery services (delivery of goods) 

3,77 0,864 

Delivery service providers do not limit the 

volume of 

3,44 1,025 

Procedure clarity 3,77 0,920 
Time Time to arrive fast 4,00 0,753 

The promised time is very appropriate 3,54 0,867 

Packing setup speed 3,56 0,786 
Order Condition Goods up to good condition 4,13 0,806 

Items not damaged 3,57 0,753 

Items not lost 3,62 0,730 

Order 

Discrepancies 

Handling 

Responsiveness in responding to problems 3,51 0,977 

Be agile in dealing with problems that arise 3,43 0,939 

Provide proper compensation 3,61 0,954 
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Table 2. Test variable correlations 

Items Pearson Correlation Sig. N 

IQ1 1 0,00 61 

IQ2 0,587 0,00 61 

IQ3 0,482 0,00 61 

OP1 0,469 0,00 61 

OP2 0,407 0,01 61 

OP3 0,599 0,00 61 

T1 0,472 0,00 61 

T2 0,460 0,00 61 

T3 0,519 0,00 61 

OC1 0,474 0,00 61 

OC2 0,516 0,00 61 

OC3 0,512 0,00 61 

ODH1 0,539 0,00 61 

ODH2 0,482 0,00 61 

ODH3 0,671 0,00 61 

  

  

Table 3. Reliability test 
Items Cronbach's Alpha Description 

IQ1 0,915 Reliabel 

IQ2 0,915 Reliabel 

IQ3 0,919 Reliabel 

OP1 0,921 Reliabel 

OP2 0,920 Reliabel 

OP3 0,915 Reliabel 
T1 0,917 Reliabel 

T2 0,918 Reliabel 

T3 0,917 Reliabel 
OC1 0,917 Reliabel 

OC2 0,918 Reliabel 

OC3 0,917 Reliabel 
ODH1 0,912 Reliabel 

ODH2 0,912 Reliabel 

  

Consistency of assessment on AHP method using Consistency Ratio (CR), formulated: 

CR= = 
𝐶𝐼

𝑅𝐼
 

where:  

CI =
(𝜆𝑚𝑎𝑘𝑠 − 𝑛)

𝑛−1
 

  

The following are the results of the calculation of the Consistency Ratio (CR) of each alternative can be seen 

in Table 4 and 5, 

  

Table 4. Eigenvector normalization criteria of order conditions 

Criteria C1 C2 C3 Total EVN 

C1 2.99 7.65 19 29.64 0.6403262985 

C2 1.26 2.98 7.65 11.89 0.2568650368 

C3 0.5089 1.26 2.99 4.7589 0.1028086647 

Overall 46.2889  
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Table 5. Consistency ratio of order condition criteria 

Emacs Ci Cr 

3.017202828 0.008601414162 0.01483002442 

  

From Table 5, the criteria ratio of the order condition is 𝐶𝑅 < 0.1. So, it can be drawn results in Tables 

6 and 7 that the comparison matrix is consistent. 

 

Table 6. Eigenvector normalization criteria delivery speed 

Criteria C1 C2 C3 Total EVN 

C1 2.99 0.5089 1.26 4.7589 0.1028086647 

C2 19 2.99 7.65 29.64 0.6403262985 

C3 7.65 1.26 2.98 11.89 0.2568650368 

Overall 46.2889  

 

Table 7. Delivery speed criteria consistency ratio 

Emacs Ci Cr 

3.017202828 0.008601414162 0.01483002442 

  

From the consistency table, the ratio of the delivery speed criteria is 𝐶𝑅 < 0.1. So it can be drawn 

results in Tables 8 and 9 that the comparison matrix is consistent. 

 

Table 8. Eigenvector normalization of information quality 

Criteria C1 C2 C3 Total EVN 

C1 3 11.4 1.1 15.5 0.2115174672 

C2 1.1 2.98 0.32 4.4 0.06004366812 

C3 11.4 39 2.98 53.38 0.7284388646 

Overall 73.28  

 

Table 9. Consistency ratio of information quality criteria 

Emacs Ci Cr 

3.068084061 0.03404203057 0.05869315615 

  

From the consistency table, the ratio of quality criteria is information that the value 𝐶𝑅 < 0.1. So it 

can be drawn results that the comparison matrix is consistent.  Next, the final result of the selection of criteria 

using multiplication of the results of eigenvector normalization of each criterion tested is C1 = 0.5008846749, 

C2 = 0.3261559147 and C3 = 0.1729594104.  

In criteria 1, alternative 1 ranks first which means excelling in maintaining supply order conditions. 

Then in criteria 2, alternative 2 is superior to other alternatives in the delivery time/speed criteria. And 

alternative 3 becomes the first order on criteria 3 that is superior in considering consumers of the company 

through good quality information. The alternative priority of criterion can be seen in Figure 2. 
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Figure 2. Alternative priority criteria  

 

  On the alternative priority chart of criteria, each dimension of the main criteria can be used as a 

decision-supporting construction in choosing an alternative delivery service company, where the weighting 

construction decision is tailored to the needs of the consumer company. The alternative priority chart of criteria 

can be seen Figure 3. 

 

 
Figure 3. Alternative priority chart of criteria 

 

4. CONCLUSION 

Research on improving the quality of goods delivery services based on Logistic Service Quality by 

using sample data obtained through the dissemination of questionnaires in service user companies, obtained 

from 5 dimensions of LSQ namely Information Quality (IQ), Order Procedure (OP), Time (T), Order Condition 

(OC), Order Discrepancies Handling (ODH). From sample data obtained processed through AHP decision 

support method, resulting in three main criteria, namely good condition of goods, speed of delivery of goods, 

quality of information services. The main criteria of weighting results are factors that can influence in 

improving the quality of the company's services in the field of logistics of delivery of supply goods. 

 

REFERENCES  

[1] M. C. Cooper and J. T. Gardner, “Building good business relationships: more than just partnering or 

strategic alliances?,” Int. J. Phys. Distrib. Logist. Manag., vol. 23, no. 6, pp. 14–26, 1993, doi: 

10.1108/09600039310044876. 

0.64

0.102

0.211
0.256

0.641

0.061
0.102

0.256

0.728

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

OC T IQ

Alternative 1 Alternative 2 Alternative 3



J. Soft. Comp. Explor. ISSN: 2746-0991          39 

Improved Logistic Service Quality For Goods Quality Delivery Services (Popy Riliandini)  

[2] Z. Lemma, K. Sripruetkiat, and I. Nitithanprapas, “Factors affecting sustainability of business 

relationships in ethiopia banana value chain,” J. Austrian Soc. Agric. Econ., vol. 16, no. 05, pp. 83–95, 

2020. 

[3] R. A. Kahnali and A. Esmaeili, “An integration of SERVQUAL dimensions and logistics service 

quality indicators (A case study),” Int. J. Serv. Oper. Manag., vol. 21, no. 3, pp. 289–309, 2015, doi: 

10.1504/IJSOM.2015.069650. 

[4] R. Bouzaabia, O. Bouzaabia, and A. Capatina, “Retail logistics service quality: A cross-cultural survey 

on customer perceptions,” Int. J. Retail Distrib. Manag., vol. 41, no. 8, pp. 627–647, 2013, doi: 

10.1108/IJRDM-02-2012-0012. 

[5] A. N. Giovanis, P. Tomaras, and D. Zondiros, “Suppliers Logistics Service Quality Performance and 

its effect on retailers’ behavioral intentions,” Procedia - Soc. Behav. Sci., vol. 73, pp. 302–309, 2013, 

doi: 10.1016/j.sbspro.2013.02.056. 

[6] I. G. Saura, D. S. Francés, G. B. Contrí, and M. F. Blasco, “Logistics service quality: A new way to 

loyalty,” Ind. Manag. Data Syst., vol. 108, no. 5, pp. 650–668, 2008, doi: 

10.1108/02635570810876778. 

[7] X.-Y. Zhou, D.-M. Wang, and Y. Liu, “The empirical study of logistics service quality evaluation 

within electronic retail,” 2018, doi: 10.2991/icmesd-18.2018.32. 

[8] S. Nugroho, S. Kempa, and T. Wiliater Soaloon Panjaitan, “Logistic service quality and customer 

satisfaction to customer retention on rice producer industry,” SHS Web Conf., vol. 76, p. 01048, 2020, 

doi: 10.1051/shsconf/20207601048. 

[9] M. Er, T. Wasusri, H. M. Astuti, and A. Herdiyanti, “The service quality of Indonesia’s logistics service 

provider in preparation for ASEAN economic community,” Lect. Notes Electr. Eng., vol. 349, pp. 647–

656, 2015, doi: 10.1007/978-3-662-47200-2_68. 

[10] J. T. Mentzer, D. J. Flint, and G. T. M. Hult, “Logistics service quality as a segment-customized 

process,” J. Mark., vol. 65, no. 4, pp. 82–104, 2001, doi: 10.1509/jmkg.65.4.82.18390. 

[11] A. Sutrisno, E. Andajani, and F. N. Widjaja, “The Effects of Service Quality on Customer Satisfaction 

and Loyalty in a Logistics Company,” KnE Soc. Sci., 2019, doi: 10.18502/kss.v3i26.5360. 

[12] W. H. Yu, S. K. Chiu, and C. M. Tung, “The study of evolution among logistic service quality, service 

compensation and long-term cooperation commitment,” Procedia Manuf., vol. 39, pp. 1493–1500, 

2019, doi: 10.1016/j.promfg.2020.01.299. 

[13] H. M. Jang, P. B. Marlow, and K. Mitroussi, “The effect of logistics service quality on customer loyalty 

through relationship quality in the container shipping context,” Transp. J., vol. 52, no. 4, pp. 493–521, 

2013, doi: 10.5325/transportationj.52.4.0493. 

[14] A. K. Rahmat and N. Faisol, “Manufacturers satisfaction on logistics service quality: operational, 

relational and national culture,” Procedia - Soc. Behav. Sci., vol. 224, pp. 339–346, 2016, doi: 

10.1016/j.sbspro.2016.05.385. 

[15] J. Sze, D. O. L. Teik, F. Tiffany, L. F. Kok, and T.Y. Teh, “Logistic service quality among courier 

services in malaysia,” Int. Conf. Econ. Bus. Innov., vol. 38, pp. 113–117, 2012. 

[16] J. S. Y. Ho, D. O. L. Teik, F. Tiffany, L. F. Kok, and T. Y. Teh, “The Moderating Effect of Local VS. 

Foreign CourierService Providers on Logistic Service Quality (LSQ),” Int. J. Trade, Econ. Financ., 

pp. 257–261, 2012, doi: 10.7763/ijtef.2012.v3.210. 

[17] M. A. Imron and B. Prasetyo, “Improving algorithm accuracy k-nearest neighbor using z-score 

normalization and particle swarm optimization to predict customer churn,” J. Soft Comput. Explor., 

vol. 1, pp. 56–62, 2020. 

[18] A. R. Safitri and M. A. Muslim, “Improved accuracy of naive bayes classifier for determination of 

customer churn uses smote and genetic algorithms,” J. Soft Comput. Explor., vol. 1, no. 1, pp. 70–75, 

2020. 

[19] H. A. Prihanditya, “The implementation of z-score normalization and boosting techniques to increase 

accuracy of c4 . 5 algorithm in diagnosing chronic kidney disease,” J. Soft Comput. Explor., vol. 5, no. 

1, pp. 63–69, 2020. 

 



 

  

 

 

Journal homepage: https://shmpublisher.com/index.php/joscex       40 

Irrigation management of agricultural reservoir with 

correlation feature selection based binary particle swarm 

optimization 
 

Yahya Nur Ifriza1, Muhammad Sam’an2 
1Department of Computer Science, Universitas Negeri Semarang, Indonesia 

2Postgradute Student, Faculty of Technology Management and Business, Universiti Tunn Husein Onn, Malaysia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Feb  8, 2021 

Revised March 7, 2021 

Accepted March 20, 2021 

 

 
The requirement for the applied innovation to farming water system is 

especially required for supplies, as rural water system focuses. 

Supplies as one of horticulture water system asset focus that are 

regularly constraints identified with the conveyance of repository 

water stream, this brought about lopsided dissemination of rural water 

system and the term of control of agrarian water system that streams 

from water system asset focuses. At the point when ranchers need to 

change the water system way, it will take a long effort to make another 

water system way. From these troubles to convey rural water systems 

simpler, it is important to plan a specialist framework to decide rural 

water system choices. A few researchers focused on improved quality 

of plant. There have been limited studies concerned with irrigation 

management Therefore, this research intends to design The objectives 

of this research are optimization irrigation management of agricultural 

reservoirs with CFS-BPSO. The consequences of this investigation 

demonstrate that the exactness of the utilization of the SVM 

calculation is 62.32%, while after utilizing the CFS calculation 

precision of 84.12% is acquired and exactness of ten SVM calculations 

by applying a blend of CFS highlight choice. also, BPSO 91.84%. 
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1. INTRODUCTION 

The value and practical period of farming water system improvement or recovery will decrease if 

there isn't sufficient legitimate upkeep and operational administration to look after them, feasible and suitable 

from all invested individuals in water system water use exercises. A stream is a level or land 75 where surface 

water comes from downpour, snow melts, or ice unites to a point at low height [1]. Supplies of good-quality 

water system water are required to diminish in a few districts because of expanded metropolitan mechanical 

rural rivalry, accessible freshwater supplies should be utilized all the more effectively [2]. A day-by-day soil 

dampness balance was utilized to foresee dissipation and happening from which harvest yields were assessed 

[3]. Improvement of profits to water assets could emerge out of creating better caliber and higher value crops 

for homegrown and unfamiliar business sectors utilizing improved water system procedures [4]. To foresee a 

choice in information mining can utilize arrangement methods [5]. Support Vector Machine [6]–[8], K-Nearest  

https://shmpublisher.com/index.php/joscex
https://creativecommons.org/licenses/by-sa/4.0/
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Neighbor [9]–[11], Decision Tree [12], [13], and Artificial Neural Network [12], [14] are instances of 

arrangement calculations. 

The requirement for the applied innovation to farming water system is especially required for supplies, 

as rural water system focuses. Supplies as one of horticulture water system asset focus that is regularly 

constrained identified with the conveyance of repository water stream, this brought about lopsided 

dissemination of rural water system and the term of control of agrarian water system that streams from water 

system asset focuses, thusly the developments are required for the dispersion of rural water system should be 

possible dependent on the necessities Water system of farmland by ranchers [15]. A water-saving water system 

can be utilized rather than nonstop flood water system to utilize the groundwater [16]. Water system stretch, 

or soil water accessibility for crop use, soil type, evapotranspiration request, dispersion of plant root framework 

and saltiness, and harmfulness of explicit particles on crop development [17]. 

There are three stages to create accuracy cultivating innovation. The initial step depends on ordinary 

agrarian innovation, by escalating machines to lessen works. The subsequent advance includes the 

improvement of planning procedures, variable-level of machine innovation, and presentation of the 

fundamental framework choice emotionally supportive network. The third step applies innovation well, the 

model applied in past research was to coordinate the utilization of fitting innovation in farming [18]. 

At the point when ranchers need to change the water system way, it will take a long effort to make 

another water system way. From these troubles to convey rural water systems simpler, it is important to plan a 

specialist framework to decide rural water system choices. A few researchers focused on improved quality of 

plant. There have been limited studies concerned with irrigation management Therefore, this research intends 

to design the objectives of this research are optimization irrigation management of agricultural reservoir with 

CFS-BPSO. 

 

2. METHOD 

The interaction utilized by an agronomist (master) to decide the measure of water system is showed 

in Figure 1. 

 

 
Figure 1. Cycle utilized design to decide irrigation management. 

 

This article uses sensor data for all data models and is compiled from the conditions of each plant. 

includes agricultural humidity sensor data, reservoir water level data, data on types of agricultural commodities. 

Data may vary based on the data set available from the source. This dataset has 11 attributes that is (1) water 

level of reservoir (kaw); (2) moisture of land 1 (kel1); (3) moisture of land 2 (kel2); (4) land humidity 3 (kel3); 

(5) moisture of land 4 (kel4); (6) land humidity 5 (kel5); (7) type of commodity land 1 (koml1); (8) type of 

commodity land 2 (koml2); (9) kinds of land commodity 3 (koml3); (10) type of commodity land 4 (koml4); 

(11) commodity land type 5 (koml5).  

In this examination, the blend of CFS and BPSO was completed as an element choice. CFS is utilized 

to decrease the elements of the dataset dependent on the connection among's highlights and target class yet 

doesn't associate with different highlights. BPSO is utilized to locate the best blend of highlights. The 

characterization strategy utilized is the Support Vector Machine calculation. From the arrangement results, we 

Irrigation management 

Information 

from plant 
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will get an expansion in precision from Support Vector Machine when the blend of CFS and BPSO is applied 

[8]. The flowchart of optimization CFS-BPSO is depicted in Figure 2. 

 
Figure 2. Flowchart of Optimization CFS-BPSO 

 

Relationship-based Component Choice (CFS) is a channel calculation that positions subset ascribes 

as indicated by heuristic assessment capacities dependent on connection [18]. CFS will assess includes by 

thinking about the prescient abilities of each component and the degree of repetition between them. If the 

relationship among's traits and class is known, and the connection between's each character is given, at that 

point the connection can be anticipated. 

PSO was presented in 1995 by Kennedy and Eberhart dependent on a friendly reproduction model 

known as a stochastic enhancement calculation [19], [20]. Examination and applications on Particle Swarm 

Optimization (PSO) have expanded quickly since its development and this has brought about many improved 

PSO calculations in different kinds of advancement issues. In PSO, the hyper boundary is streamlined by two 

highlights; calculation and its capacity [21]. This has been applied in PSO calculations to take care of the 

streamlining issues or to improve the first PSO [22]. Heaps of work and investigation of the adequacy of PSO 

contrasted with other AI and multitude knowledge calculation for designing and software engineering issue 

has been finished by specialists to assess its exhibitions [23]. It can be joined PSO-SVM to figure horticulture 

water utilization [24]. The idea of PSO is that every molecule is flown in search space to locate the best 

arrangement (wellness) called pbest. At that point, the best generally esteem (worldwide worth) is called gbest. 

Every molecule has two vectors in particular position vectors and speed vectors to move around in search 

space. Every molecule has memory and every molecule will follow the best position already [24]. 

Support Vector Machine (SVM) was first proposed by Vladimir Vapnik. Proposed in the field of 

measurable learning hypothesis and primary danger minimization [25], [26]. SVM has been utilized in an 

assortment of issues like information characterization, picture grouping, text order, tone acknowledgment, digit 

acknowledgment of penmanship [27], [28]. 

 

3. RESULTS AND DISCUSSIONS 

In this investigation, the proposed calculation testing utilizes the Python programming language by 

using the scikit-learn, sk-highlight and pyswarms libraries. The information utilized is a dataset taken from 

UCI Machine Learning. This dataset has 11 attributes. CFS will choose attributes that have the highest 

correlation weighting value. From the CFS process, 11 selected attributes were obtained. The list of attributes 

and weights of the CFS process is shown in Table 1. 
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Table 1. List of attributes and results of CFS weight 

No Attributes CFS Weight 
1 kaw 0,53212231 

2 kel1 0,54326545 

3 kel2 0,54356437 

4 kel3 0,53478954 

5 kel4 0,54587690 

6 kel5 0,53976512 

7 koml1 0,53987652 

8 koml2 0,54543217 

9 koml3 0,54667584 

10 koml4 0,53485769 

11 koml5 0,53212231 

 

 The attributes, picked by the CFS calculation, don't generally create the best blend of characteristics. 

Thusly, the BPSO calculation is utilized to decide the best element mix of the credits picked by the CFS. At 

this stage, 11 tests are hurried to decide the best element mix. BPSO boundaries utilized in this examination 

have appeared in Table 2. 

 

Table 2. BPSO parameters 

Parameters Value 
Number of computation 50 
Max iteration 100 

Number of particles 50 

Cognitif c1 2,00 

Social c2 2,00 

 

At this stage, 3 tests were done, specifically the independent SVM calculation, the SVM calculation 

with the execution of the CFS calculation and the SVM by actualizing a blend of CFS and BPSO. In the main 

application, the SVM calculation will handle the CKD dataset with 11 credits. The utilization of the SVM 

calculation has a precision of 62.32%. The aftereffects of this precision express that the SVM calculation can 

characterize the dataset well because the exactness results are more noteworthy than the mistake rate. Be that 

as it may, the consequences of this precision can be improved by applying a few preprocessing techniques. In 

the subsequent application, the SVM calculation will be joined with the CFS calculation. So SVM will handle 

the dataset with 11 attributes and 1 class. The exactness of this grouping model is 84.12%. The precision of 

applying this model can expand the exactness of the SVM calculation by 21.8%. Notwithstanding, these 

outcomes can in any case be improved by picking the best element mix utilizing the BPSO calculation. The 

third application, the SVM algorithm will be joined with the CFS and BPSO algorithm. In this usage, 6 tests 

are rushed to decide the best component mix. The exactness of this arrangement model can be found in Table 

3. 

 

Table 3. SVM Accuracy Results with CFS and BPSO 

Execution Number of attributes Value 
1 11 91,32% 

2 10 90,87% 

3 10 90,58% 

4 11 92,31% 

5 11 93,62% 

6 11 92,37% 

 

The precision of applying this model can expand the exactness of the SVM + CFS calculation by 

7.72% and can build the SVM calculation by 29.52%. The correlation of the precision of every calculation 

application can be found in Figure 3. 
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Figure 3. The comparison result SVM, CFS and BPSO 

 

4. CONCLUSION 

The SVM algorithm was tried by applying the CFS algorithm and the BPSO calculation utilizing a 

dataset. The CFS calculation is utilized to get credits with a great connection, while BPSO is utilized to acquire 

the best characteristic blends. The consequences of this investigation demonstrate that the exactness of the 

utilization of the SVM calculation is 62.32%, while after utilizing the CFS calculation precision of 84.12% is 

acquired and exactness of ten SVM calculations by applying a blend of CFS highlight choice. also, BPSO 

91.84%. Subsequently, it very well may be presumed that the use of a mix of CFS and BPSO is a choice 

component in the SVM calculation can build the precision in diagnosing by 29.52%. 
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 The development of technology can be used to facilitate many matters. One of 
them is childbirth in the medical fields. Maternal mortality rate (MMR) is the 

number of maternal deaths during pregnancy to postpartum caused by 

pregnancy, childbirth or its management. There are several methods of labors 

that can be done. The determination of the labor is based on many factors and 
must be in accordance with the conditions of pregnant patient. Caesarean birth 

is the last alternative in labor, due to high risk factors. The objective of this 

research is to predicte and analyse caesarean section using C4.5 and Naïve 

Bayes classifier models. For experimentation the dataset is collected from UCI 
Machine Learning Repository and the main attributes represented in this 

dataset are age, delivery number, delivery time, blood of pressure, and heart 

problem. The accuracy using C4.5 by 80 training cases is 45% And the 

accuracy using Naïve Bayes is 50%. 
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1. INTRODUCTION 

Maternal mortality rate (MMR) in Indonesia is still high. MMR represents number of maternal deaths 

during lifetime pregnancy until the post-term childbirth caused by pregnancy, childbirth and the puerperium or 

the management and not caused by accident or fell on every 100,000 live births [1].  Caesarean section is the 

last alternative in action labor. This is due to high risk factors, both risk for mother and babies [2]. Despite the 

high risk, numbers of caesarean birth experienced increase significantly, particularly in Indonesia. World 

Health Organization (WHO) set the standard for caesar section delivery in a country about 5-15 percent per 

thousand births in the world. Based on WHO data, in 2004-2008 in three continents (Latin America, Africa, 

and Asia) the lowest Caesarean birth rate was in Angola (2.3%) and the highest in China (46.2%). Caesar births 

data in Indonesia has increased sharply, especially in big cities. Lowest rate in Southeast Sulawesi (5.5%) and 

the highest in DKI Jakarta (27.2%) [3]. 

Information technology will continue to develop and needed to meet the needs of fast and accurate 

information for life [4]. Technology has been used in various fields, for example in the health sector [5]. At 

this time the health sector has been supported by technology that is able to visualize and predict a patient’s 

condition. From existing patient data, it can be used as material to classify a patient’s condition using 

technology. One area that requires classification of a patient’s condition is a childbirth [6]. Based on the 

explanation above, it is necessaary to have an algorithm that can support the work of medical personnel in 

determining the type of labor [1]. Classification is one of the methods contained in data mining [7]. 

Classification is necessary to find patterns in order to be able to produce correct predictions even in critical 

conditions [8]. To perform the classification process, there are several algorithm that can be used including 
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Support Vector Machine (SVM), Naïve Bayes, K-Nearest Neighbor (KNN), Decission Tree, and Artificial 

Neural Network (ANN). These methods have their own level of accuracy for each object to be classified. The 

methods that will be used in this project are comparation of the Decision Tree C4.5 and Naïve Bayes methods 

to classify the caesarean section. 

 

2. METHOD 

2.1 Application of Naïve Bayes Algorithm 

This classifier is based on the Naïve Bayes Theorem, which gives a way to estimate the posterior 

probability. Posterior probability of a class gives the estimation of an item belonging to that class based on the 

given attributes. Naïve bayes is the simplest calculation of the Bayes theorem, because it is able to reduce 

computational complexity to simple multiplication of probability [9]. Apart from that, the Naïve Bayes 

algorithm is also capable of handling data sets which has many attributes.  

The application of Caesarean Section data set on Naïve Bayes algorithm process as follows: 

 Prepare caesarean section data set. 

 Classifying using Naïve Bayes algorithm. 

 Count the number of classes or labels in the data set. 

 Count the number of cases on each class. 

 Multiply all the class variables. 

 Compare the results of each classes. 

 The following is the equation of the Naïve Bayes: 

P(H|X) = (P(X│H)P(H))/(P(X)) 

In wich: 

X : data or tuple object (class C) 

H: : hypothesis 

P(H|X) : probability that hypothesis H is in condition 

P(H) : prior probability that the H hypothesis is valid (true) 

P(X) : prior probability of tuple X. 

 

2.2  Application of Decision Tree C4.5 Algorithm 

The C4.5 algorithm [10] is used in Data Mining as a Decision Tree Classifier [11] which can be 

employed to generate a decision, based on a certain sample of data (univariate or multivariate predictors). The 

following is the application of the research Decision Tree C4.5 algorithm [12]. 

1. Determine the root of the tree. 

2. Calculate entropy for the classes 

3. Calculate entropy after split each attribute 

4. Calculate information gain for each split 

5. Perform the split 

6. Perform further splits 

7. Complete the decision tree 

For choosing attribute as a root, based on the highest gain value of the exsting attributes. To calculate 

gain, a formula is used as shown in the equation: 

Gain(S,A) = Entropy(S) 〖- Σ〗_(i=1)^n   (|S_i |)/(|S|)  x Entropy(S_i) 

In which: 

S : case set 

A : attribute 

n : number of partitions attribute A 

|S_i| : number of cases of i partitions 

|S|  : number of cases in S 

 

2.3   Dataset Attribute Information              

The dataset attribute on information can be seen at Table 1. 
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Table 1. Dataset attribute information 
Attributes Type Description 

Age Integer Age in years 

Delivery 

Number 

Integer Birth stage  

Delivery Time Integer (0,1,2) 0 = Timely, 1= Premature, or 2 = 

Latecomer 

Blood of 

Pressure 

Integer (0,1,2) 0 = low, 1 = normal, or 2 = high 

Heart Problem Integer (0,1) 0 = apt, 1 = inept 

Caesarean Integer (0,1) Whether patient is allowed to 

caesarean delivery. 0 = No or 1 = 

Yes 

 

3. RESULT AND DISCUSSION 

3.1 Sampel Data 

The data isconsidered in ARFF format. The following gives the name of relation, name of  attributes 

and sample instances in the given data set.  

@attribute 'Age' {22,26,28,27,32,36,33,23,20,29,25,37,24,18,30,40,31,19,21,35,17, 38}  

@attribute 'Age' {22, 26, 28, 27, 32, 36, 33, 23, 20, 29, 25, 37, 24, 18, 30, 40, 31, 19, 21, 35, 17, 38}, has 22 

distinct values with a maximum value 40 and minimum value 17.  

@attribute 'Delivery number' {1, 2, 3, 4}, considered up to the first four deliveries.  

@attribute 'Delivery time' {0, 1, 2}, premature and late deliveries are taken into consideration.  

@attribute 'Blood of Pressure' {2, 1, 0}, various blood pressure moods are noted at the timeof delivery.  

@attribute 'Heart Problem' {1, 0}, heart response is apt or inapt.  

@attribute Cesarean {0, 1}, a class attribute whether cesarean section delivery or not. 

 

3.2 Cleaning Data 

Cleaning data is checked on the dataset, if there is a missing value in the dataset, treatment must be 

given to the data [13]. In the dataset used for this study, there are no missing values as shown in Figure 1 which 

show a dataset of caesarean section, because there are no missing value then we can go to the next step . 

Figure 1. The dataset that shown in google colab 

 

3.3 Determining Independet Variables and Dependent Variables 

The dependent variable used here is the caesarian variable, because we want to see whether the patient 

is classified as caesar labor or normal labor. The other varible that are age, delivery number, delivery time, 

blood pressure, and heart problem became an independent variable, can be seen at figure 2. 

 

 
Figure 2. The table of independent and dependent variable 
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3.4 Normalization 

Normalization is rescaling real numeric attributes into range 0 and 1. That in the dataset there is data 

with values other than 0 and 2, then the normalization stage will be carried out so the data becomes values in 

the range 0 and 1. 

Figure 3. The stage of normalization 

 

3.5 Data Testing and Data Training 

The classification using naïve bayes is contained in the sklearn package [6]. In this classification, 

testing data and training data are needed. Dividing the data set into Data Testing and Data training aims to 

adjust the data set into the Algorithm model. Divided by the ratio of Data Training 75% and Data Testing 25%. 

Training data with random state is 123. The random state value is independent, the random state shows how 

many times the data is randomized. However, this time using 123 so that the random results we get are the 

same. 

 

3.6 Calculate the Probability Value and the Predicted Results 

Figure 4. The result of probability values 

 

The results that seen at Figure 4. For the example, the first data is 0.71 is rounded to 1, the second 

data is 0.26 is rounded to 0, and so on. 
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3.7 Confusion of Matrix 

In figure 2. We can know that there are 5 pregnant women who are predicted to have normal labor 

and in actual circumstances do deliver normal. Meanwhile, the number of pregnant women who are predicted 

to have normal labor but in actual fact give birth by caesarean section is also 6. Then, there were 5 pregnant 

women who were predicted to give birth by caesarean section and in actual fact they gave birth by caesarean 

section. Meanwhile, there were 4 pregnant women who were predicted to give birth by caesarean section but 

in actual circumstances gave birth normally, the result can be seen at Figure 5. 

Figure 5. The result confusion of matrix 

 

3.8 Memory Usage 

In the decision tree models memory that been used is 111,57 MB, shown in Figure 6. 

Figure 6. The result of usage memory by Decision Tree C4.5 

 

And in the naïve bayes algorithm, memory that been used is 111,70 MB, shown in Figure 7. 

 

 
Figure 7. The result of usage memory by Naïve Bayes 

 

3.9 Measure the Program Execution Time 

In measuring the program execution time using a decision tree algorithm, the results are displayed for 

0.013 seconds, shown in Figure 8. 

Figure 8. The result of execution time by Decision Tree C4.5 

 

And in  the execution time using naïve bayes algorithm the results are displayed for 0.012 seconds 

which means by using naïve bayes algorithm the execution time is faster, shown in Figure 9. 
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Figure 9. The result of execution time by Naïve Bayes Algorithm 

 

3.10  Level of Accuracy 

Decision tree models are created using 2 steps: Induction and Pruning. Induction is where we actually 

build the tree i.e set all of the hierarchial decision boundaries based on our data. Because of the nature of 

training decision tree they can be prone to mjor overfitting. Pruning is the process of removing the unnecessary 

structure from a decision tree, effectively reducing the complexity to combat overfitting with the added bonus 

of making it even easier to interpet. By using this method, the result of accuracy are shown in figure 10. 

 

 

 

 

 

 

 

 

 

Figure 10. The result of accuracy in implementation by Decision Tree C4.5 

 

After getting the Naïve Bayes algorithm classification model, calculate the accuracy using a confusion 

matrix. Naïve Bayes classification algorithm will produce better results if using more training data. The results 

of the accuracy in the Naïve Bayes classification are shown in Figure 11. 

Figure 11. The result of accuracy in implementation by Naïve Bayes 

 

 

4. CONCLUSION 

Using C4.5 and Naïve Bayes classifier models , the result of accuracy are 45% and after getting the Naïve 

Bayes algorithm classification model, calculate the accuracy using a confusion matrix. Naïve Bayes 

classification algorithm will produce better results if using more training data. The results of the accuracy in 

the Naïve Bayes classification are 50%. So the level of accuracy using the Naïve Bayes method is greater or 

more accurate than the decision tree method. 
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 Mushrooms are plants that are widely consumed by the general public, but not 
all mushrooms can be consumed directly, because the types of mushrooms are 

feasible and it is still too difficult to distinguish, then there are several ways to 

identify fungi, namely by means of morphology. The morphology referred to 

in this paper is the morphology of fungi which includes color, habitat, class, 
and others. We got the morphology of this mushroom from a datasets we get 

from UCI Machine Learning with the 23 atribut that we use in the program. In 

determining the classification of this fungus we use the Naive Bayes algorithm 

which produces an accuracy of around 90,2% which we then improve again so 
that it reaches 100% accuracy using the K-Nearest Neighbors algorithm. 

Furthermore, in this case to prove accuracy  that we had before, we use 

calculation accuracy with confusion matrix to show it the accuracy of 

classification poisonous or edible mushroom. 
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1. INTRODUCTION 

Fungi belong to the fungal kingdom, therefore mushrooms do not have true leaves and roots, and do 

not have chlorophyll so they cannot carry out photosynthesis like plants in general. Fungi are classified or 

classified separately because they cannot be classified in plants or animals. There are fungi that can be seen 

directly or are macroscopic and some must be observed using a microscope or microscopic shape. In general, 

fungi have many cells (multicellular) such as edible mushrooms and tempeh mushrooms, but some are single-

celled (unicellular) such as yeast or yeast (Saccharomyces). Multicellular fungi are composed of threads called 

hyphae. When viewed with a microscope, hyphae have a separating form (septa) and some are not partitioned 

[1]. 

A mushroom is one of the fungi types’ food that has the most potent nutrients on the plant. Mushrooms 

have major advantages such as kill cancer cells, viruses and enhancing the human immune system. Currently, 

the mushroom refers to the process that performed by robot in food industry. This technique used to limit the 

features such as color. Recently, mushroom system used specific characteristics that improve the selection 

process of mushrooms. Such system depends on analyzing and investigating the features in order to get better 

classification based on the well-known features [2]. 

To identify which mushrooms are edible and poisonous, there are several ways that can be used. One 

of the aspects that can be used as benchmarks in identifying a fungus is its morphological characteristics. The 

morphological features referred to are the shape of the umbrella, color, habitat, and other features visible to our 

eyes. We obtained these morphological characteristics from the datasets we took from UCI Machine Learning 

[3]. 
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Datasets is a collection of data. In the case of tabular data, a data set corresponds to one or more 

database tables, where every column of a table represents a particular variable, and each row corresponds to a 

given record of the data set in question. The data set lists values for each of the variables, such as height and 

weight of an object, for each member of the data set [4]. 

In this case we used two methods to determine the classification of mushrooms, namely the Naive 

Bayes method and also the K-Nearest Neighbor method as the classifier [5]. We use these two methods because 

they have different accuracy and we can compare it with the method which we get better accuracy of the two 

methods that have been tested. Extraction of morphological features is used to help identify fungi, so that later 

it will be known including the types of edible or poisonous mushrooms. 

The accurate accuracy of the model can classify correctly [6]. Thus, the accuracy of the ratio of the 

predictions is correct (positive and negative) to the total data [7]. In other words, accuracy is the level of 

closeness of the predicted value to the actual (actual) value. 

 

2. METHOD 

In this study case the analysis will be carried out to find the best accuracy in determining the 

classification of fungi using two classification algorithms. The proposed algorithm is Naive Bayes algorithm 

[8] and K-Nearest Neighbor (KNN) algorithm [9], then evaluates and validates the results by looking for the 

best accuracy results of these two algorithms. The next stage is compare the results of the accuracy of each 

algorithm, to get a model classification algorithm that obtains the highest accuracy and time complexity [10]. 

The highest accuracy results from this calculation can be said to be the best algorithm in determining the 

classification of poisonous or edible mushrooms. And then we use calculation accuracy to test again the result 

of the accuracy that we get before. 

For application in this case we will using Naive Bayes algorithm and K-Nearest Neighbor first [11]. 

Next we calculate using the Naive Bayes algorithm to get its accuracy, then we continue using the K-Nearest 

Neighbor algorithm to get better accuracy than the previous algorithm. The following is the flowchart that we 

produce according to the classification results of mushrooms using the Naive Bayes algorithm and the K-

Nearest Neighbors algorithm, shown in Figure 1. 

 

 
Figure 1. Flowchart of naïve bayes algorithm 
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Figure 2. Flowchart of KNN algorithm 

 

 

2.1 Data Collection 

The data used is mushroom data obtained from the site archive.ics.uci.edu (UCI Machine Learning 

Repository) [12]. This data was donated by Jeffrey Schlimmer in 1987. In this study there are 2 classes, namely 

food mushrooms and poisonous mushrooms. For the number of each class, consisting of 4208 data included in 

the food mushroom category and 3916 data included in the poisonous mushroom category, so that the total 

number of data used was 8124 data. Each initial of each attribute and class is a representation of the type of 

attribute concerned. The feature extraction used in the training data is morphological features. The 

morphologicals that we use to calculate the accuracy of this classifocation poisonous or edible mushroom can 

show in the dataset that we have form UCI Machine Learning shown by the following this figure 3. 
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Figure 3. Datasets mushroom classification 

 

2.2   Data Processing 

In this mushroom classification process data, we use two algorithms, namely naive bayes and k-nearest 

neighbors to get the best accuracy in this classification. Here we use 23 attributes according to the datasets we 

use [13]. The attributes that we used in datasets there are class, cap shape, cap surface, cap color, bruises, odor, 

gill attachment, gill spacing, gill size, gill color, stalk root, stalk surface above ring, stalk surface below ring, 

stalk surface above ring, stalk surface below ring, veil type, veil color, ring number, ring type, spore print color, 

population, and last habitat of mushroom. 

 

2.3   The Algorithm Used 

2.3.1. Naïve Bayes 

Bayes' theorem is a statistical calculation by calculating the probability of the similarity of an existing 

old case on a case basis with a new case [5]. Bayes' theorem has a high degree of accuracy and good speed 

when applied to large databases. Naive Bayes is included in supervised learning, so that at the learning stage, 

initial data is needed in the form of training data to be able to make decisions. At the classification stage, the 

probability value of each class label that is available for the input will be calculated. The class label that has 

the greatest probability value will be used as the label for the input data class. Naive Bayes is the simplest 

calculation of the Bayes theorem, because it is able to reduce computational complexity to a simple 

multiplication of probability. In addition, the Naive Bayes algorithm is also able to handle data sets that have 

many attributes. 

The application of Caesarean Section data set on Naïve Bayes algorithm process as follows: 

1. Prepare mushroom classification data set. 

2. Classifying using Naïve Bayes algorithm. 

3. Count the number of classes or labels in the data set. 

4. Count the number of cases on each class. 

5. Multiply all the class variables. 

6. Compare the results of each classes. 

7. The following is the equation of the Naïve Bayes: 

 P(H|X) = 
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
      (1) 

 In wich: 

 X : data or tuple object (class C) 
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 H: : hypothesis 

 P(H|X) : probability that hypothesis H is in condition 

 P(H) : prior probability that the H hypothesis is valid (true) 

 P(X) : prior probability of tuple X 

 

2.3.2. K-Nearest Neighbors 

K-Nearest Neighbor or often abbreviated as KNN is one of the algorithms used to classify objects 

based on learning data (training data) which is the closest distance to the object [14]. The purpose of the KNN 

algorithm is to classify new objects based on attributes and samples from training data. 

KNN is a supervised learning algorithm, which means that this algorithm uses existing data and the 

output is known. KNN is widely used in data mining, pattern recognition, image processing, etc. 

1. Specifies the parameter K as the number of neighbors closest to the new object. 

2. Calculate the distance between new objects / data against all objects / data that have been 

trained. 

3. Sort the results of these calculations. 

4. Determine the closest neighbor based on the minimum distance to K. 

5. Determine the category of the closest neighbor to the object / data. 

6. Use majority category as new object / data classification. 

2.4   Calculation Accuracy 

The method used to determine the final accuracy oftests performed is the confusion matrix for the 

multi-class  method.  This  method  is  used  to  perform  system  calculations  with  many  prediction classes 

[7]. The difference from the multi-class confusion matrix with the ordinary confusion matrix is that the final 

results are calculated cumulative accuracy of the overall accuracy of all test data. Parameters of the accuracy 

are presented in Table 1. 

 

Table 1.Confusion matrix 

Classification Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

 

where: 

True Negative(TN) : if the prediction and actual results are negative 

False Negative (FN) : if the positive prediction results, and the actual results negative 

False Positive (FP) : if the negative prediction results, and the actual results positive 

True Positive (TP) : if the predictive and actual results are positive.Calculation of the total accuracy 

of the tests performed using the following formula. 

 

Total Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100%      (2) 

 

3. RESULT AND DISCUSSION 

To make this mushroom classification we use a software that is Google Colabs using python language. 

In determining this accuracy, we used the dataset we took from UCI Machine Learning, which was donated by 

Jeff Schlimmer in 1987. In this dataset, there are 23 attributes to calculate the accuracy of mushroom 

classification and with a lot of data, 8124 data. 
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3.1 Classification Mushroom with Naïve Bayes Algorithm 

 

 

Figure 4. Confusion matrix of Accuracy Mushroom Classification with Naïve bayes 

 

In Figure 3. It can be seen that the accuracy obtained using the Naive Bayes method is 90.21%. This 

accuracy is obtained from the import library in the form of GaussianNB to calculate the classification of this 

fungus. However, the calculation of the Naive Bayes method does not produce great accuracy results. 

From the previous calculations that we have obtained before, we can prove it with the results we get 

the accuracy is 90,2%. To get the prove, one way to prove it is by using confusion matrix table. to show the 

confusion matrix table we can call the Naïve bayes values to the program and show the result to be output of 

this confusion matrix. The following is a calculation according to the confusion matrix that we can prove: 

Accuracy =(TP+TN)/(TP+TN+FP+FN) × 100% 

  = (823+643)/(823+643+129+30) × 100% 

  =1466/1625 × 100% 

  = 0,9021 × 100% 

  = 90,2% 

Calculation of accuracy in this study using a confusion matrix has been proven because we can see 

the result from true positive is 823 and true negative 643. At same time we can see if the value of false positive 

is 129 and false negative is 30. So, with that calculation we get the accuracy in this method using naïve bayes 

algorithm is 90,2%. 

 

3.2 Classification Mushroom with K-Nearest Neighbors (KNN) 

 

 

Figure 5. Confusion matrix of accuracy mushroom classification with KNN algorithm 
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Based on Figure 4, which calculates using the Naive Bayes method with an accuracy of 90.2% we 

think it has not reached the highest accuracy. Therefore, we tried to re-calculate the accuracy using the K-

Nearest Neighbors algorithm and it is true that we found a very good accuracy of 100%. With using this KNN 

we need an import library, namely K-Nearest Neighbors Classifier. Not only that, we also calculated the best 

value from this classification of mushrooms by getting the best value, that is k = 1. So it can be concluded that 

by using the K-Nearest Neighbors algorithm we can produce a classification accuracy of this fungus reaching 

100%.  

From the previous calculations that we have obtained before, we can prove it with the results we get 

the accuracy is 100%. To get the prove, one way to prove it is by using confusion matrix table. to show the 

confusion matrix table we can call the KNN values to the program and show the result to be output of this 

confusion matrix. The following is a calculation according to the confusion matrix that we can prove: 

Accuracy  =(TP+TN)/(TP+TN+FP+FN) × 100% 

=(853+772)/(853+772+0+0) × 100% 

=1625/1625 × 100% 

= 1 × 100% 

= 100% 

 Calculation of accuracy in this study using a confusion matrix has been proven because we can see 

the result from true positive is 853 and true negative 772. At same time we can see if the value of false positive 

and false negative is 0. Therefore, to check the accuracy of mushroom classification with K-Nearest Neighbor 

algorithm is the best way to used that proven with 100% accuracy if we compare with Naïve Bayes algorithm. 

 

4. CONCLUSION 

The application of the two algorithms Naive Bayes algorithm and K-Nearest Neighbors produced two 

different accuracy as well. by using naive bayes algorithm based on our calculation, the results yield 90,2% 

accuracy. At the same time if we use K-Nearest Neihgbors based on the results of our calculations we produce 

an accuracy of up to 100%. So the best algorithm to determine the accuracy of the mushroom classification is 

the K-Nearest Neighbors algorithm. 
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