Classification to predict student academic performance using a Random Forest
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ABSTRACT

This research aims to classify the academic performance of students who are successful and who have dropped out of school with high accuracy so that these matters can be addressed quickly. Things like this need fast handling to find out what factors influence it. In addition, this research was conducted to test how good the random forest algorithm is in classifying a problem. Random forest, which includes an algorithm that is commonly used for classifying a problem. By using the random forest algorithm, the accuracy results will be better than a single decision tree. This algorithm is quite good at handling and managing large datasets. From this study it can be concluded that this method can provide good prediction accuracy with a fairly high level of accuracy, namely 89%. Utilization of this random forest can be an alternative in classifying student academic achievement. This algorithm can work well in handling large datasets. This study discusses how the use of Random Forest can work to classify students' academic performance.

This is an open access article under the CC BY-SA license.

1. Introduction

The trend of dropping out of school and student success has always been a complex issue in the world of education. Although many efforts have been made to address the problem of dropping out of school, until now, the dropout rate in many
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countries is still quite high [1]. Students who drop out of school are likely to face greater challenges in achieving future success, such as difficulty finding decent jobs and earning enough income to meet their living needs. Against, students who successfully complete their education have greater opportunities for future success, such as having difficulty finding decent jobs and earning enough income to meet their living needs. Conversely, students who successfully complete their education have a greater chance of success in the future and have a positive impact on society as a whole [2]. One of the main factors that can affect the dropout rate and success of students is their academic performance. Students who have difficulty understanding material and achieve low scores tend to be more prone to dropping out of school [3]. However, students who have good academic performance and get high scores in certain subjects tend to have a greater chance of successfully completing their education and achieving success in the future [4].

In addition, economic factors also play an important role in determining whether students will complete their education or not [5]. Families with low income levels may not be able to meet the financial needs necessary to support their children’s education, such as school fees and educational supplies [6]. As a result, students may be forced to drop out of school due to the economic pressures they face. On the other hand, students from families with higher income levels may have access to greater resources and support that can help them achieve success in their education [7]. However, not all students from low-income families drop out of school, and not all students from high-income families succeed in their education. Individual factors such as motivation, aptitude, and academic ability also play a role in determining the success or failure of students in their education.

In some cases, out-of-school students can find success outside of formal education through the skills and experience they gain from work or training. However, this is not always the case and can limit future career and earning possibilities. This is because the orientation of society will always have the view that someone with a higher education is better than someone who dropped out of school in the middle of their education. Such statements cannot be condemned or justified. It only needs a decrease in dropout students. Therefore, efforts to reduce dropout rates and improve student academic achievement must be carried out by considering various factors, including individual, social, and economic factors [8]. Quality education and the right support from family, teachers and educational institutions can help students overcome obstacles and reach their potential in education and life.

There are many algorithms that can be applied to solve this problem where each algorithm has its own characteristics [9]. In this case, artificial intelligence technology can help educational institutions predict student academic achievement and identify students who are at risk of dropping out of school early [10]. In particular, there has been increasing interest in adopting Machine Learning
to predict student performance and identify at-risk students based on preliminary data collected during their studies [11]. For example, deep learning algorithm which is part of machine learning. The majority of techniques used are Deep Neural Network (DNN), Recurrent Neural Network (RNN) [12]. Thus, educational institutions can provide appropriate interventions and provide the necessary support to students to improve their academic performance and reduce the risk of dropping out. In the long term, this can help increase the effectiveness of the education system and provide greater benefits to society as a whole. However, to achieve future success, student academic achievement alone is not enough. Many other factors can affect student success, such as the ability to adapt to change, the ability to communicate well, and social skills. In addition, environmental factors such as family support and social environment can also affect student success. Therefore, educational institutions need to pay attention to these factors in supporting students to achieve success in the future.

To increase student success rates and reduce dropout rates, educational institutions need to continue to develop appropriate strategies and programs. The use of artificial intelligence technology can be one way to help educational institutions predict student academic achievement and identify students who are at risk of dropping out of school [13]. Several previous studies have been conducted to predict academic performance. The study [14] has conducted research related to predicting academic performance. It predicts student academic performance based on student learning activities in the e-learning management system. This research produces an accuracy value of 76.92% using the C4.5 algorithm combined with correlation-based feature selection. In [15] a study was conducted related to predicting the academic success of architecture students based on previous academic performance (also referred to as pre-enrollment requirements) using K-nearest neighbor (k-NN). This study focused entirely on using previous academic performance as a predictor of academic success for undergraduate architecture students.

In this study using random forest to classify students’ academic performance. Random Forest is one of the algorithms that uses bagging techniques [16]. Random forest has many advantages, such as the ability to process large datasets with incomplete attributes and the ability to process large datasets [17]. However, this technology can only be an effective tool if it is used correctly and in the right context. Therefore, educational institutions need to establish cooperation with various parties. Using algorithms such as the Decision Tree [18] or Random Forest can help educational institutions predict student academic performance and provide appropriate interventions to help them overcome the problems they face. In this way, it is expected to reduce dropout rates and increase student academic achievement.
2. Method

The stages of the research conducted in this article are described in Figure 1.

![Figure 1. Research stage](image)

2.1. Dataset

To obtain student information data, the authors use a dataset from Kaggle entitled "Student Academic Achievement Dataset" with multivariate characteristics. It is an educational data set collected from a learning management system (LMS) called Kalboard 360 [19]. The data is collected using a student activity tracking tool, called the experience API (xAPI). XAPI is one of the components of the training and learning architecture (TLA) which makes it possible to monitor learning progress and student actions such as reading articles or watching training videos. The experiences API helps learning activity providers define the students, activities, and objects that describe the learning experience. The dataset consists of 480 student records and 16 features. Features are classified into three main categories: (1) Demographic features such as gender and nationality. (2) Features of academic background such as educational stage, grade level, and section. (3) Behavioral characteristics such as raising hands in class, opening resources, answering surveys by parents, and school satisfaction.

2.2. Data exploration

In the data exploration stage, an in-depth analysis of the "Student Academic Performance" dataset was carried out. The purpose of this data exploration is to understand the structure of the dataset, identify patterns or trends, and obtain relevant insights to improve accuracy in predicting student academic achievement using the Random Forest Classifier. In data exploration, the writer visualizes a plot that displays the number of students in each class from the dataset. The purpose of this visualization is to see the distribution of the number of students in each
class. By using a countplot, we can easily see the difference in the number of students between classes.

2.3. Data processing

Data preparation is how the data is processed before it is used by the author to get results. In data processing, feature engineering and feature selection are carried out. Feature engineering is the process of creating new features or transforming existing features into more informative and relevant representations. The main goal of feature engineering is to improve understanding of the data, uncover hidden information, and improve model performance. In feature engineering, the writer changes the value of the student’s gender category to be numeric, for example, ‘M’ (male) becomes 0, and ‘F’ (female) becomes 1. This is done to change the category value into a numerical representation that can be used in data processing and model building.

Meanwhile, feature selection is the process of selecting the most relevant and informative subset of features from the dataset. The purpose of feature selection is to reduce dimensional data, increase modeling speed and efficiency, and eliminate features that do not make a significant contribution to model creation. In selecting features the author checks all the columns in the dataset. After all the columns are checked, then you can select certain columns to do the modeling you want.

2.4. Building models and implementing algorithms

Determining and applying modelling techniques that are appropriate to the data conditions is essential to obtain optimal results [20]. After reviewing the widely used prediction methods, it is important to reemphasize the value of automation to select the optimal prediction model, given the complexity of such a task. Given the complexity of selecting the optimal predictive model for a given data set from a broad set of prediction methods and the different hyper parameter values per model, automating this process can help improve prediction accuracy. Random forest algorithm can be used for both Classification and Regression problems, it is considered to be the strongest algorithm. An algorithm model with many decision trees is like a forest with random value attributes. The level of accuracy is based on the number of trees made [21]. This random forest algorithm is used to divide the training data and test data. Random Forest involves combining multiple trees for training on a given set of sample data [22], then the training data is used to train the model. This parameter is used as much as possible to achieve good performance. After that, an evaluation is carried out using test data. Starting from an existing dataset, then the dataset is processed. After that, model training is carried out with training data. After the training data produces good performance, an evaluation of the test data is also carried out which then produces output.
3. Results and Discussion

The authors experimented with the random forest classifier method to predict student performance from a data sourced from a learning management system (LMS) called Kalboard 360. Among other things, the authors obtained an accuracy of 89% in the random forest classifier method.

In this visualization there is no separation based on other factors such as gender or other variables. The focus of this visualization is to display the total number of students in each class. Next, a visualization is carried out to display the number of students in each class based on gender. The purpose of this visualization is to see the distribution of students in each class based on gender. By disaggregating the data by gender, we can see the difference in the number of male and female students in each class. Figure 2 and Figure 3 illustrate the results of the visualization for displaying the number of students per class and displaying the number of students per class based on gender.
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**Figure 2.** Visualization displays the number of students in each class
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**Figure 3.** The visualization displays the number of students in each class by gender

Finally, the pair plot displays the relationship between the variables in the dataset based on the class of students. Pairplot is a grid that displays the scatter plot of each pair of variables in the dataset. In this case, the pair plot is used to see the
relationship between variables in the Student Academic Achievement Dataset, with separation based on student class. In each scatter plot, the x and y axes show the values of the two variables being compared. The color of the dots on the scatter plot is differentiated based on the class of students. This helps us to see the pattern of relationships between variables in the dataset and understand how these variables affect the classification of students into certain classes. The purpose of this pair plot is to provide an initial understanding of the relationship between the variables in the dataset and the class of students. By looking at the scatter plot pattern, we can see if there is a clear relationship between the variables and student classes, or whether there are significant differences between classes in terms of the values of certain variables. Figure 4 illustrates a visualization that shows the relationship between variables in a dataset based on student classes.

![Figure 4. The visualization displays the relationship between the variables in the dataset based on the class of students](image)

After going through the data exploration process, the next stage is data processing and model building. Figure 5 is an illustration for the existing class confusion matrix, namely class M, class L, and class H. This illustration provides information about how well the model can distinguish the existing classes. Here 0 represents class M, 1 represents class L, and 2 represents class H. Illustrations of the models that have been built can be seen in Figure 5 and Figure 6.
From the illustration, class H gets a high rating compared to other classes. From Figure 6 Visited Resource feature gets the highest rating after the raisehands feature. The Visited Resource feature is the number of times students visit course content.

4. Conclusion

Student performance is one of the most significant criteria for any college. The Random Forest algorithm model can be used to classify dropout rates and student success. This classification method applies a visualization system to produce the
best accuracy. The best accuracy results are obtained as a temporary accuracy of 89%. This accuracy is obtained through calculation results that utilize the Random Forest algorithm with the application of a visualization system. The final results are obtained by taking the average results from the test data and training data.
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