Customer churn prediction in the case of telecommunication company using support vector machine (SVM) method and oversampling
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ABSTRACT
Churn is the act by which a customer withdraws from service, including service provider-initiated churn and customer-initiated churn. Churn is a big challenge for companies, especially churn-prone enterprise sectors such as telecommunications. Churn can affect both revenue and reputation if occurs for negative reasons. This study aims to predict customer churn in a telecommunication company dataset, investigating the impact of various variables and classes on churn occurrences to inform strategic decision-making for businesses. The Support Vector Machine (SVM) model is employed, and dataset imbalance is addressed through oversampling techniques, specifically Synthetic Minority Over-sampling Technique (SMOTE) and random oversampling (ROS). Three SVM models are created with different training datasets (normal, SMOTE, ROS), yielding varying results. The normal dataset achieves the highest accuracy at 92%, outperforming SVM with ROS (89%) and SVM with SMOTE (87%). However, the normal dataset exhibits lower sensitivity compared to both oversampling techniques. The study identifies the cause of decreased accuracy in oversampling and low sensitivity in the normal dataset. The novelty of this research lies in testing the SVM model’s ability to surpass the accuracy of previous models on the same dataset and in exploring the unique impact of oversampling in churn prediction.
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1. Introduction

The telecommunications industry has become one of the main sectors that continues to grow in various countries. The increase in technology and the number of service providers has forced many companies to have certain strategies in order to survive in the market. The following are some of the strategies that companies have adopted: (1) trying to get new customers (2) improving the services provided and conducting promotions (3) maintaining subscribed customers over time [1]. Of the three options above, the choice most often taken is to retain customers. Because retaining customers is the most economical way from the existing options and maintaining the credibility of the services provided to consumers [2], [3]. For this reason, many companies are flocking to improve their customer relationship management (CRM) so that customers do not unsubscribe or switch to other providers or service providers [4].

The phenomenon of customer service termination or defection to another provider is called Churn. Churn is a big challenge for many companies, especially churn-prone enterprise sectors such as telecommunications. Churn can have a direct impact on the revenue generated by the company as well as the company's image if churn occurs for negative reasons [5]. Precise forecasting of customer churn can play a pivotal role in formulating strategies for retaining customers and designing cost-effective marketing campaigns. This, in turn, has the potential to result in substantial cost savings for service providers [6]. There are several methods used to predict customer churn, including evaluating the services provided, promotions, customer service, subscription procedures, etc [7]. Telecommunication companies usually have a database that holds the characteristics of their customers, from the type of service, region, length of subscription, and the last review after they churn. This data can be analysed to find out what makes customers churn, so that prediction and prevention can be done. Unfortunately, datasets in companies are usually a collection of unbalanced or imbalanced data [8]. This happens because there are classes that have more or less than other classes in the dataset. However, this can be overcome by dataset pre-processing methods such as sampling which will duplicate the minority of data in the dataset to be trained [9].

The development of technology makes analysing the data collected easier, the most common way companies do is using machine learning to create models that can find out what factors cause churn. In recent times, various classification methods have been employed, particularly in the field of data processing. Researchers commonly favor data mining approaches, utilizing techniques like classification or clustering, such as Decision Trees and K-Means [10]. One of the well-known machine learning models in the classification of a dataset is Support Vector Machine [11]. SVM works by creating a line called a hyperplane in an area that separates many points or data in different classes. In this paper, the SVM method will be used to predict customer churn in telecommunications companies. In its application, Oversampling will be done with Synthetic Minority
Oversampling Technique (SMOTE) and Random Over-Sampling (ROS). SMOTE\cite{12}, attempt to balance the class distribution within a dataset by generating synthetic data points for the minority class. SMOTE creates synthetic observations for the minority class in unbalanced data. For each minority class observation, synthetic observations are generated at random between the observation\cite{13}. This method is computationally efficient and thus appropriate for large datasets\cite{14}. The involvement of both techniques will be investigated using the same model and based on findings from another study, SVM can derive advantages from resampling, and various resampling techniques are most effective when paired with specific metrics\cite{15}. The choice of SVM is to minimize the upper bound of generalization error. SVM offers high accuracy, efficient computation time, strong generalization, and overfitting risk reduction capability. As a result, SVM is very suitable for customer churn cases that require high accuracy and time efficiency. The results of the prediction can later be used by companies to consider their decision making.

To stay competitive, companies must adopt new marketing strategies to meet customer needs, increase satisfaction, and retain customers\cite{16}. Churn prediction can be done using supporting data such as churn indicators, customer information (characteristics, subscription details), data usage, billing and payment information, and additional data related to complaints and service improvements. Variables such as income, gender, age, and payment method can also be used in churn prediction models.

2. Method

A flowchart was created that visually described the flow of the method performed, which is presented in Figure 1.

![Figure 1. Method flowchart](image-url)
Customer Churn Dataset

The following section explains the details of the dataset used in the research.

Dataset source

The dataset was obtained from the Kaggle dataset platform which can be accessed at the link https://www.kaggle.com/datasets/mnassrib/telecom-churn-datasets. A public dataset from the French telecommunications company called Orange Telecommunications was used, the Orange Telecommunications dataset provides information (features) about user behavior and churn tags that indicate whether a subscription has been canceled. The dataset contains 3000+ records of information about the company's customers and includes up to 20 features.

Dataset characteristics

The dataset has variables about customer characteristics. Figure 2 illustrates the data structure created using RStudio.

Figure 2. Dataset Structure

Information that covers the dataset:

- Customers who left in the last month - Churn.
- Services that each customer has signed up for - International.plan and Voice.mail.plan.
- Customer account information - Customer.service.calls, Account.length
- Demographic info about the customer - State, Area.code.
- Total customer interactions with the service - Total.dll

Dataset Pre-processing

Before processing, there are several steps taken to optimize the initial dataset obtained from the source in order to improve the performance of the model obtained [17]. The following are some of the methods used in dataset preprocessing.
Determining target variables

The target variables in the training dataset are determined based on the problem statement or analysis objectives. For this case, the target variable to predict is churn.

![Image](image.png)

**Figure 3. Churn Analysis on Dataset**

From Figure 3, it can be seen that customers who churn based on the dataset are 14.55% and those who do not churn are 85.45%.

Dataset partitioning

The research dataset will be subjected to data partitioning. Data partitioning is the division of the dataset into two groups of datasets, namely training datasets and testing datasets with a percentage of 80:20.

Handling Imbalanced Dataset

Dataset imbalance occurs when the distribution of the amount of data in the classes or variables in the dataset is not even or proportional. This means that one class has more entries than another. Real-world datasets frequently encounter class imbalance, where one class comprises fewer instances than the other. Despite being a subject of interest for over two decades, addressing this issue remains a significant and ongoing area of research to enhance accuracy [18]. This happens quite often in customer data, especially churn, because customers who experience churn are far fewer than loyal customers. This makes it difficult to model churn data [19].

In the study of datasets, there is a statistical science that focuses on the selection of data generated from a population of data. This science is called Sampling or commonly known as resampling. Sampling is a typical method used to address the problem of data imbalance in datasets. The level of imbalance can be reduced and classified appropriately using resampling for imbalanced data [20]. Oversampling is a sampling method used to increase the amount of minority class data. Oversampling is done by balancing the distribution of the total amount of data,
usually by automatic duplication, the illustration as in Figure 4. In this study, Random Over-Sampling and SMOTE oversampling techniques were used.

![Oversampling Illustration](image)

**Figure 4. Oversampling Illustration**

**Random oversampling (ROS)**

Random oversampling works by selecting minor class data to be duplicated. However, as the name suggests, the result of random oversampling does not necessarily increase the minority data [21]. Therefore, the minority class does not always become equivalent to the majority class, because if this is done it will be difficult to distinguish data that has features but belongs to different classes if the minority class data continues to be duplicated in large numbers. Random Oversampling (ROS) was chosen in research because of its simplicity and ease of implementation, because it only involves doubling the sample from the minority class until it is balanced with the majority class. This method is effective in dealing with class imbalance without requiring complex parameter adjustments. A simple formula to determine the number of samples that need to be added via Random Oversampling is:

$$N = N_{majority} - N_{minority}$$

(1)

Where:

- $N$ = The number of samples that need to be added to the minority class.
- $N_{majority}$ = The number of samples in the majority class.
- $N_{minority}$ = The number of samples in the minority class.

**Synthetic minority oversampling technique (SMOTE)**

SMOTE works by selecting minority class data and performing K-Nearest Neighbor identification. It creates synthetic data that interpolates between the selected data and its surrounding neighbors, by randomly selecting one of the neighbors and then calculating the difference between the selected data and its neighbors, multiplying it by a random value between 0 and 1 [22]. The result is synthetic data located along the class that requires oversampling, this is repeated continuously until the minority class produces the desired number. Research shows that SMOTE
can improve model performance in terms of metrics such as recall and precision, making them more effective in dealing with class imbalance compared to simple oversampling methods [23], [24].

**Oversampling of Training Data**

Before Oversampling, the training data has 2278 data for not churn and 388 for churn. SMOTE technique changes the data to 1513 not churn and 1552 churn, while ROS changes the data to 1360 not churn and 1306 churn.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Program</th>
<th>Churn</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>The training dataset has been split from the source</td>
<td>2278</td>
<td>No</td>
<td>388</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(85%)</td>
<td></td>
<td>(15%)</td>
</tr>
<tr>
<td>SMOTE</td>
<td>&gt; train_oversampled &lt;- SMOTE(Churn ~ ., smotetrain_df, k = 5,</td>
<td>1571</td>
<td>No</td>
<td>1552</td>
</tr>
<tr>
<td></td>
<td>perc.over = 300, under = TRUE, perc.under = 135)</td>
<td>(51%)</td>
<td></td>
<td>(49%)</td>
</tr>
<tr>
<td></td>
<td>&gt; train_oversampled &lt;- ROSE(Churn ~ ., data = train_df, seed =</td>
<td>1360</td>
<td>No</td>
<td>1306</td>
</tr>
<tr>
<td></td>
<td>2021)$data</td>
<td>(51%)</td>
<td></td>
<td>(49%)</td>
</tr>
</tbody>
</table>

It can be seen from Table 1 that the results of data balancing using oversampling are equivalent for both methods. However, in program usage, SMOTE has more configuration options than ROS.

**Support Vector Machine (SVM) Modeling**

Support Vector Machine (SVM) is a supervised learning technique that can generate predictions using a linear combination of kernel basis functions for regression and classification problems. Vladimir Vapnik and his colleagues at AT&T Bell Laboratories introduced and developed SVM. Instead of limiting empirical error, SVM implements the principle of structure risk minimization (SRM) by minimizing the upper bound of generalization error [11]. The attenuation of the input data to a high-dimensional space, where the data will be linearly divided, is used with a kernel in the classification problem. Kernels are used to find a hyperplane that can minimize the distance between two datasets for regression problems.
The main purpose of SVM is to find the best hyperplane in N-dimensional space, SVM is used. In Figure 5, we can see the best hyperplane displayed in SVM using two large datasets present in N-dimensional space. Support Vectors (SVs) are vectors that are located as close to the hyperplane as possible. Since this parameter has a significant influence on how well the kernel method performs, the output of the SVM model depends on its use. Many parameters are at the margin of outputting a number of datasets.

In Support Vector Machine modeling, modeling is done using a linear kernel as in Table 2. The results obtained from the modeling are evaluated for classification using testing data.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Program</th>
<th>Number of Support Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>fit.svm &lt;- svm(Churn-, data=train_df)</td>
<td>772</td>
</tr>
<tr>
<td>SMOTE</td>
<td>smotefit.svm &lt;- svm(Churn-, data=smotetrain_df)</td>
<td>1408</td>
</tr>
<tr>
<td>ROS</td>
<td>rosefit.svm &lt;- svm(Churn-, data=rosetrain_df)</td>
<td>1482</td>
</tr>
</tbody>
</table>

In SVM (Support Vector Machine), "Number of Support Vectors" refers to the number of data points from the training set that are identified as support vectors. Support vectors are data points that are closest to the decision boundary or have significant influence in determining the decision boundary in SVM. When training an SVM model, the algorithm aims to find the optimal hyperplane that separates the different classes in the training data. Support vectors are data points that lie on or near the decision boundary or misclassification boundary. These support vectors play an important role in determining the decision boundary and determining the classification boundary of the SVM model. Having more support vectors can indicate more complex decision boundaries, which can result in a more flexible and potentially overfitting model [25]. Therefore, it is important to strike a balance.
between the number of support vectors and model complexity to achieve good generalization performance on unseen data.

**Evaluation**

A performance function is created to calculate the specificity and accuracy of the model used based on the confusion matrix or contingency table in the model [26]. Then applied SVM classification to fit.svm to test and generalize the prediction label for each sample in the dataset.

```r
# performance function
performance <- function(table, n=2){
  tn = table[1,1]
  fp = table[1,2]
  fn = table[2,1]
  tp = table[2,2]

  sensitivity = tp/(tp+fn) # recall
  specificity = tn/(tn+fp)
  ppp = tp/(tp+fp) # precision
  npp = tn/(tn+fn)
  hitrate = (tp+tn)/(tp+tn+fp+fn) # accuracy

  result <- paste("Sensitivity = ", round(sensitivity, n), ", Specificity = ", round(specificity, n), ", Positive Predictive Value = ", round(ppp, n), ", Negative Predictive Value = ", round(npp, n), ", Accuracy = ", round(hitrate, n), "\n", sep="")

  cat(result)
}
```

**Figure 6. Labeling code**

The program will produce a confusion matrix or confusion table that contains the prediction results of the model created.

**Table 3. Prediction Result**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Observation</th>
<th>Prediction</th>
<th>Not Churn</th>
<th>Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Not Churn</td>
<td>565</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Churn</td>
<td>45</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>SMOTE</td>
<td>Not Churn</td>
<td>512</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Churn</td>
<td>30</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>ROS</td>
<td>Not Churn</td>
<td>527</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Churn</td>
<td>26</td>
<td>69</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 3, the SVM classifier makes the following predictions on the test dataset:
• Sample predicted negative (No) and actually negative (true negative, TN).
• Samples predicted negative (No) but actually positive (false negative, FN).
• Sample predicted positive (Yes) but actually negative (false positive, FP).
• Sample predicted positive (Yes) and actually positive (true positive, TN).

This value can be used to calculate various performance metrics for the classifier, such as accuracy, precision, and sensitivity. Here is an example of how to use the previously defined performance() function to calculate the metrics.

### Table 4. Performance measures

<table>
<thead>
<tr>
<th>Technique</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Predicted Positive Value</th>
<th>Predicted Negative Value</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.53</td>
<td>0.99</td>
<td>0.88</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.68</td>
<td>0.9</td>
<td>0.52</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>ROS</td>
<td>0.73</td>
<td>0.92</td>
<td>0.61</td>
<td>0.95</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 4 show that the classification model has:

• Sensitivity means the percentage of correctly identified positive cases.
• Specificity means the percentage of correctly identifying negative cases.
• Positive predictive value means the percentage of cases predicted by the model to be positive are actually positive.
• Negative predictive value means that the percentage of cases predicted by the positive model are actually negative.
• Accuracy means the percentage of all cases correctly classified by the positive model.

3. Results and Discussion

**Analysis of Research Results**

Based on the results obtained from the research conducted, churn prediction using SVM provides the highest accuracy of 92% using a normal dataset without oversampling. These results were obtained with a little manual feature selection performed on the original dataset, namely eliminating the State, Account.length, and Area.code features. Due to the imbalance of the dataset, research is also proposed using several oversampling methods.
It can be seen in Figure 7 that, oversampling successfully balances the percentage of churn and non-churn data on the dataset.

**Model Evaluation**

The accuracy obtained from the oversampled training dataset cannot pass the accuracy of the normal dataset, where SMOTE can only achieve 87% accuracy while ROS reaches 89%. Accuracy comparison can be seen in the Table 5.

<table>
<thead>
<tr>
<th>Method</th>
<th>Normal</th>
<th>SMOTE</th>
<th>ROS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>92%</td>
<td>87%</td>
<td>89%</td>
</tr>
</tbody>
</table>

This happens because of several possibilities, including:

Overfitting: Synthesized data derived from oversampling is likely to duplicate minority data containing noise. Learning too well on such data leads to poor generalization of the model which causes a decrease in model performance on testing data [27].

Data Quality: The oversampling technique generates synthesized data based on the minority class or variable in the dataset. If the original data in the minority contains noise, is ambiguous or contains errors, then the duplicated data also has the same characteristics [28]. As a result, oversampling data contains more inaccuracies than normal data and results in lower accuracy.

Looking at these two conjectures, it appears that oversampling seems to be an obstacle to model performance. For this reason, further analysis was conducted on the performance of the three models which resulted in the following results
Figure 8. Model Performance Graphic Chart.

Figure 8 shows the superiority of the normal model over the oversampling model in terms of Accuracy, Predicted Positive Value and Specificity, while the sensitivity metrics lag far behind the two oversampling models. This is due to the difference in dataset balance discussed earlier. The lagging minority class in the normal dataset causes difficulty in the learning model to identify positive values (not churn) that are actually positive [20]. The imbalance creates a bias towards the majority class in the training data which causes a tendency for accuracy to favor the majority data. The reduction of majority data in oversampling models increases the sensitivity of the model which allows the model to learn more discriminative decision boundaries, making it more sensitive in capturing true positive test data and reducing false negatives [28]. These two things make the oversampling model have an advantage in Negative Value Prediction and Sensitivity over the normal model. Therefore, the use of oversampling is still very feasible to be done in churn prediction which has imbalance, especially for sensitivity improvement. It’s just that further addressing is needed for minority data classes and variables that will be oversampled so that overfitting does not occur due to errors and noise in minority data [27].

Comparison with Previous Research

The proposal of the SVM model and oversampling in this study is based on research by Lawchak Fadhil Khalid et al. in 2021 regarding Customer Churn Prediction in the Telecommunications Industry Based on Data Mining [29]. In this study, data mining procedures were carried out on the dataset used to obtain the optimal feature selection in pre-processing the dataset, then several models were made to predict churn. The models used include Decision Tree with 94% accuracy, Random Forest with 91% accuracy, Neural Network with 90% accuracy, and Naïve Bayes with 88% accuracy. Seeing these results, new research is proposed using the same
dataset, a model that has not been made, namely SVM and the use of oversampling to replace data mining. The comparison obtained is that the SVM model using normal datasets managed to surpass 3 models from the four models tested in the reference research with an accuracy rate of 92% and the use of ROS oversampling managed to rival the use of the Naïve Bayes model with 89% accuracy.

4. Conclusion

Customer churn prediction research in telecommunication companies is conducted to identify variables or classes that affect the occurrence of churn by customers. The Support Vector Machine (SVM) model was used by considering its superiority in predicting churn and obtained an accuracy of 92%. Seeing that the unbalanced dataset allows the use of oversampling on minority classes in the training dataset, the Random Over-Sampling and SMOTE methods are used. However, the results obtained using oversampling actually produce lower accuracy, namely ROS with 89% and SMOTE with 87%. Further analysis and comparison of the three models were conducted and it was concluded that the decrease in the oversampling method was due to errors and noise in the duplicated minority class which caused a decrease in model performance when compared to normal training data. Looking at the performance metrics created, it is seen that the normal dataset lags behind in terms of sensitivity and prediction of negative values, this is due to the bias in the majority class which creates a weakness in the model to detect genuine positives in the test data. Looking at the evaluation, there are advantages in using oversampling in churn data prediction and factors that need to be considered in its use. With the results obtained in this study, companies can perform churn prediction with a tested model and choose the pre-processing stage of the dataset needed depending on the desired results and capabilities of the model.
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