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1. Introduction

In the 21st century, the understanding of developed countries is no longer limited
to per capita income levels alone. Aspects such as general government revenue,
income balance, national savings, and sales of domestic products become
important focuses when analyzing a country's development. Economic theory
argues that the movement of capital flows between countries benefits all parties
and results in efficient resource allocation, increased productivity, and economic
growth [1]. Capital inflows tend to be positively correlated with macroeconomic
cycles, a phenomenon that Kaminsky et al. labeled "when it rains it pours” [2].
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An in-depth understanding of how domestic sales reflect the productivity of the
economy is important for developing sustainable development strategies.
Examining the relationship between these indicators is expected to provide more
comprehensive insights into economic trends in developed countries and their
potential to address complex global challenges. By strengthening macroeconomic
fundamentals, domestic factors that increase the return on domestic investment
can prevent fire sales and sudden stoppages of capital flows and deter foreign
investors from exiting when a country is in financial distress [3], [4].

There are many types of data mining. Data mining training methods fall into two
broad classes: supervised learning and unsupervised learning [5]. Supervised
learning focuses on tasks that target prediction, classification, and detection data.
In addition, human experts may also provide labels for certain defects (rather than
just signaling the presence of defects). This information is then used to train a
predictive model [6]. Unsupervised learning is more focused on performing tasks
that do not involve target data such as clustering [ 7]. Both have evolved into several
smaller techniques as well. One type of unsupervised learning is K-Means. This
algorithm is used when we have data that does not yet have a label, in other words,
data that cannot be clustered.

K-Means algorithm is one of the popular machine learning methods to reduce the
objective function that has been set in the clustering process. The objective here is
to minimize variation by maximizing other cluster data. K-Means is a well-known
partitioning method for clustering [8]. The K-Means algorithm is a data analysis
method that groups data into similar categories or clusters. As part of the analysis
of developed countries based on aspects of government revenue, balance of
income, national savings, and domestic output based on sales, the K-means
algorithm is used to identify patterns or patterns of countries with similar
economic characteristics.

The K-Means algorithm allows for the analysis of developed countries to be divided
into more homogeneous categories based on relevant economic indicators. The K-
means algorithm requires specifying the number of clusters "K" at the beginning
of the clustering process. Although users can usually determine the number of
clusters, they are not always able to identify the most appropriate and accurate
number [9]. Determining the optimal number of clusters can be done through
various methods, including statistical indices, variance-based methods, and
information theory approaches [10]. This provides greater insight into the diversity
and similarities of the economies of these developed countries.

This research aims to find out how these economic indicators are interrelated and
affect a country's status as a developed country by clustering. Clustering analysis
aims to group unlabeled data sets into several clusters so that similar data are
grouped into the same cluster and different data are separated into different
clusters [11]. In this context, how government revenue reflects economic stability,
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how income balance affects long-term economic growth, how national savings
reflect social welfare.

2. Method

There are several stages carried out in this research. The flow of the research can

be seen in Figure 1.
( Start )
/ Data Collection /

hd

Data Preprocessing

Modeling

| Result Analysis

End

Figure 1. Research flowchat

In order to make the clustering of developed countries in this analysis more
focused, I divided this research into four stages, namely; the first stage is data
collection by creating a dataset obtained from GitHub which is still relevant to me
with the data title is IMF. The second stage is data processing. In this analysis, [ will
perform imputation to eliminate missing values contained in the dataset.

The third stage will be done if the analysis is done using RapidMiner with the K-
Means algorithm. This method begins by importing the data into the job page, then
by selecting the attribute that we want to analyze in numeric form. After we get
the desired attribute, we replace the Missing Value contained in the data table after
that the data normalization process is carried out. The last stage is done by
analyzing the cluster results generated by the K-Means model.

Data Collection
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The dataset used in this analysis is a dummy dataset generated using the GitHub
application with the data name "IMF.csv". In the dataset, there are already missing
values that meet the criteria to be processed in RapidMiner using the K-Means
algorithm method.

Data Preprocessing

Data pre-processing is done by checking and resolving missing value issues in the
dataset, if any. Datasets often have missing values due to measurement errors,
incomplete data collection, or due to the nature of the measurement itself [12]. The
different patterns that can be adopted by missing values in a dataset can affect the
performance of the algorithms used differently and significantly [13]. Therefore,
there is a need to handle missing values. In this research, missing values are
handled by deleting data rows that have missing values. In addition, this research
also applies normalization techniques to make it easier for the model to
understand the dataset.

Modeling

The clustering model is created using the K-Measn algorithm. The K-means
clustering algorithm generates clusters using the average value of cluster objects
[14], [15]. The cluster number is required as a user-defined parameter and is used
in randomly selecting cluster centers from the dataset [16]. The workings of K-
Means can be seen in Figure 2.

Number of cluster K

Centroid

l

Distance objects to
centroids

Y

Clustering based on
minimum distance

Figure 2. K-Means worfklow [17]

Result Analysis

At this stage, analysis is carried out by analyzing the characteristics of the clusters
formed. This process produces information and characteristics of each cluster
generated based on the dataset of the dataset used in the modeling process.

3. Results and Discussion
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Data Collection

The dummy dataset obtained from the IMF's GitHub contains 186 data with several
criteria used as the basis for assessing developed countries, including aspects of
government revenue, income balance, national savings, and domestic product of
sales. In accordance with the dataset prerequisites, there are several elements of
missing values used in data processing.

Data Preprocessing

In this analysis Rapid Miner is used to help the analysis process. The following is a
table column that shows the nominal value of several attributes before processing.
There is a Missing Value marked with a question mark which will be processed and
eliminated.
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Figure 3. The result of checking for missing values

Any missing values in the data that has been collected are addressed using the
Replace Missing Values Series method. This method is the simplest technique to
handle missing values. The missing data will be replaced with the average value of
the other values.

The data that appears is very varied, so data normalization is carried out so that
the data can become normal before clustering. This normalization method uses
range transformation so that the value becomes O to 1.
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Figure 3. Normalize parameters

The results of normalization can be seen in Figure 4.
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Figure 4. Normalization results on the dataset
Modeling

The results of the clustering process can be seen in Figure 5.
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Figure 5. Clustering results
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Furthermore, to compare with the best K value, a looping process is performed.
Loop parameters used is by repeating the parameters option used previously to
compare if we use another K value. Here with the looping parameters method, we
use a value range between 10 with a step of 10 as a previous comparison. The
results of the looping process can be seen in Figure 5 and Figure 6.
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Figure 6. Visualization of k-means clustering

System Testing

The following is the arrangement in processing data starting from importing data
to the work page, then selecting the attributes to be analyzed. Before clustering
there is an error due to missing values, so the solution is to replace missing values.
After the missing value is resolved, data normalization is carried out so that the

data form is simpler. The result of normalization can be seen in Figure 7.
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Analysis of Cluster Results

Next is the result stage of the algorithm analysis using K-Means. With visualization
using the Scatter Matrix type, it can be seen that the attributes have been clustered.
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Figure 7. Dataset after normalization process

The clusters produced by the model are as follows:
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. Cluster 1: Cluster 1 are countries that have more government revenue than

other countries.

Cluster 2: Cluster 2 are countries that have higher government revenues than
countries in cluster 1.

Cluster 3: Cluster 3 are countries that have medium government revenues, not
high but not low either.

Cluster 4: Cluster 4 are countries that have the highest government revenues
compared to countries in other clusters.

4. Conclusion

The analysis of the K-Means algorithm shows that there are four groupings of
countries based on total government revenue. Cluster 1 consists of countries with
the lowest government revenue, and Cluster 4 consists of countries with the
highest government revenue. The results of this analysis can be used to understand
the differences in government revenue around the world. The results can also be
used to identify countries that have similar characteristics in terms of government
revenue. For future research, it is recommended to optimize the clustering model
by using feature selection techniques or stitching in the modeling process.
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