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Article Info ABSTRACT
Machine Learning has become a popular topic among
academics and practitioners in recent years. This paper
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The model aims to predict whether someone is an otaku or
not, based on several attributes. The optimal parameters are

Keywords: obtained after several experiments. The parameters consist
Support vector machine of kernel=‘poly’, C=0.1, gamma=‘auto’, degree=2, and
Classification attribute class_weight=None. The performance obtained by
Otaku applying the above parameters is 100% accuracy.
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1. Introduction

Machine Learning has become a popular topic among academics and practitioners
in recent years. Machine Learning (ML) techniques have been rapidly developed
and successfully applied in many areas of civil engineering [1], [2]. Machine
Learning is one of the methods to find solutions to existing problems. One of them
is the classification problem. Classification is the process of grouping samples
based on similar attributes by utilising labels as categories [3]. One of the popular
machine learning models that can be used for classification problems is SVM.
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Support Vector Machine (SVM) is one of the machine learning models introduced
by Vapink. This model aims to find the best hyperplane that separates two classes
in the input space. The accuracy produced by SVM depends on the kernel function
and parameters used in the model [4]. SVM can be used for classification,
regression, and outlier detection problems. In this article, the SVM model will be
used for classification on the dataset. The model is created with the aim of
predicting whether an otaku or not.

Otaku is a term that refers to a person who has an interest in anime, manga, and
related activities [5]. Otaku is a youth subculture consisting of collectors who are
fond of a special lifestyle and obsessed with anime products [6]. Otaku will be used
as a label or category that will be determined based on the attributes in the dataset.
So that in this classification there are two classes, namely an otaku and someone
who is not an otaku.

2. Method

The stages of the experiment start from data collection and dataset creation. The
stages can be seen in figure 1. The stages consist of data collection and data set
creation. Data preprocessing, splitting data into train data and test data, model
building, model training, and finally model evaluation.

Data Collecting — Data Preprocessing — Spliting Data

Model Evaluation —| Model Training e— Create a Model

Figure 1. Stages of machine learning modelling
Data Collecting

In this experiment, dummy data is used for the dataset so that the data collecting
stage is the stage of creating dummy data. The dummy data is created using python
and produces 200 rows of data consisting of 4 columns. One column named
‘Otaku’ is a label that has values 0 and 1. The value O means ‘*Not Otaku’ and the
value 1 is ‘Otaku’ so there are two classes for this classification model. The first
five rows of the dataset can be seen in Table 1.
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Table 1. Details of otaku dataset

Jumlah_Anime_yang_ditonton Baca_Manga Pergi_ke_Event Otaku
0 102 1 Null 1
1 179 1 Null 1
2 92 1 1 1
3 14 0 Null 0
4 106 1 1 1

Data Preprocessing

Data preprocessing has become an important technique in today's knowledge
discovery scenario, which is dominated by increasingly large data sets [7]. In the
data preprocessing stage, one of the things that is done is handling missing values.
As can be seen in Table 1, there are several rows that have null values. The null
value needs to be removed by deleting the row. The results of handling missing
values can be seen in Table 2.

Tabel 2. Otaku dataset details after missing value handling

Jumlah_Anime_yang_ditonton Baca_Manga Pergi_ke_Event Otaku
2 92 1 1 1
4 106 1 1 1
5 71 0 0 0
6 188 1 1 1
7 20 0 0 0

In addition to missing values, data imbalance also needs to be addressed if the data
in the otaku class and the non-otaku class are not balanced. In practical
applications, the ratio of small classes to large classes can be as drastic as 1:10,
while some fraud detection applications report imbalances of 1:100,000 [8].
Resampling is an effective approach to handling imbalanced data sets that aims to
equalise the number of category samples [9]. One way of handling imbalance data
can be done by using the oversampling method. Oversampling is a method of
handling data imbalance by multiplying data from the minority class so that data
from that class can be equivalent to data from the majority class.
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Figure 2. Comparison of the number of data in (a) imbalance data before
oversampling and (b) balanced data after oversampling

Splitting Data

Data splitting is a stage that divides the dataset into two, namely data for training
and data for testing. Regarding data splitting, data samples are often divided into
two sets of data, including the training set for model training and the testing set
for model validation [10]. The division of data for training and testing is important
for obtaining training models and test models. Many researchers propose a ratio of
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70/30 or 80/20 (training/testing set) to generate datasets in machine learning [11]-
[13]. In this research, 80:20 ratio is used for data splitting.

Model Creation, Training, and Evaluation

It is important to determine a suitable model for the problem to get good
prediction results. In this research, SVM will be used as a model. SVM works by
creating a decision boundary that can separate two classes so it is very suitable in
the case of Otaku classification which has two classes.

The parameters used for the first time are the default parameters provided by
Sklearn SVC. After the model is trained, an evaluation will be conducted to assess
the performance of the model. Further experiments and evaluations will continue
with the available parameters until an optimal result is found.

3. Results and Discussion

In this experiment, the trained model will be evaluated for performance. The
performance of the model will be evaluated based on the accuracy results of the
test. The model will then be retrained with different parameters. Parameters that
will be the focus and re-evaluated kernel parameters, C, degree, gamma, and
class_weight attributes.

In the first experiment with the default parameters provided by SKlearn SVC,
namely, kernel = ‘rbf’, C = 1.0, degree = 3, gamma = ‘scale’. The performance of
the model after testing resulted in an accuracy of 77.083%. This result is a pretty
good result for the first experiment. Experiments with different parameters
continue until getting optimal results.

The optimal parameters were obtained after several experiments. The parameters
consist of kernel=‘poly’, (C=0.1, gamma=‘auto’, degree=2, and
class_weight=None attributes. The performance obtained by applying the above
parameters is 100% accuracy. This accuracy is the most optimal result that can be
obtained in this classification.

4. Conclusion

The SVM model created successfully predicts someone who is an otaku or not an
otaku. With the right parameters, the accuracy of the model gets a score of up to
100%. These results are the most optimal results that can be obtained in this
problem. Thus, it is concluded that the SVM model is very suitable for otaku
classification problems. In further research it is recommended to use original data
to get more correct results.
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