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1. Introduction

The heart is one of the organs that plays an important role in the human circulatory
system [1]. Heart disease is one of the many diseases that can cause death in
Indonesia [2]. Heart disease is one of the most common and worrying health
problems today, due to its various complications, including stroke, heart attack,
retinopathy, etc. [3]. Therefore, this disease requires special attention so that the
treatment process due to heart disease can be handled more quickly. According to
the WHO, heart disease is one of the leading killer diseases in the world. In 2021,
the WHO noted that up to 17.8 million people died or one in three people was
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caused by this heart disease. One of the well-known heart diseases is coronary
heart disease. This disease is caused by blockage of blood flow to the heart and
plaque build-up in the coronary arteries that supply oxygen to the heart muscle
[4], resulting in severe damage to the heart. According to the WHO, up to 45% of
the 9.4 million deaths were caused by coronary heart disease. Data will continue
to increase to 23.3 million in 2030 [5]. The main cause is an unhealthy diet and
lifestyle [6], such as smoking, an unhealthy diet, lack of exercise, and being
overweight. In Indonesia alone, coronary heart disease is the leading cause of
death. According to a survey conducted by the Sample Registration System, the
number of deaths caused by coronary heart disease reached 12.9% [7], [5].

In addition to coronary heart disease, the biggest contributor to the death rate in
Indonesia is smoking. Indonesians are very fond of cigarettes. According to the
WHO, in 2022, cigarette consumption in Indonesia reached 36.5% or one in three
Indonesians is a smoker. Most Indonesians smoke inside the house, which can
affect other family members [8]. Smoking activity is an activity that has a negative
impact on health and the surrounding environment [9]. The data resulted in
Indonesia being ranked 7th with the number of smokers spread throughout the
world in 2018 [10]. This is due to the many cigarette advertisements that are
attractively packaged to attract young people and women are attracted [11].

Previous studies have discussed similar topics. Research by Mesquita & Marques in
2024 has discussed building a machine learning model to detect heart disease [12].
The research presents a comparison between various classifiers and parameter
tuning techniques, providing all the details needed to replicate the experiments
and help future researchers working in the field. From the research that has been
done, it is known that the created machine learning model can be implemented in
real life to detect heart disease.

The K-Nearest-Neighbor algorithm is an algorithm that is often used for
classification tasks using machine learning. K-nearest-neighbors (KNN) is a
supervised machine learning algorithm used in classification and regression
problems [13]. KNN classifies unlabeled data by calculating the distance between
each unlabeled data point and all other points in the data set [ 14]. Then assign each
unlabeled data point to the most identically labeled data class by finding patterns
in the data set [15].

There have been many studies discussing the detection of heart disease. However,
no studies have addressed the classification of mortality rates based on smoking
history and heart disease history. Doll and Hill first established smoking as an
independent risk factor for mortality and also became a classic cohort
epidemiological study due to its high-quality experimental design [16]. Therefore,
this study aims to analyze the risk of death with the main variables of history of
heart disease and smoking history. This study uses dummy data sets to train
machine learning classification models. This research uses a classification method
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using K-Nearest Neighbor [17]. K-Nearest Neighbor is an algorithm based on the
proximity of the distance of one data with other data [18]. Where the results of the
query instance will be classified based on the proximity of neighboring distances
[19]. This method has several advantages, namely being fast and very effective
when calculating complex data [20]. This algorithm uses flexible parameters,
meaning that the parameters will increase with the amount of data. This algorithm
is lazy learning, which means that this algorithm does not use training data points
to create a model.

2. Method
Data Collection Technique

In the process of compiling this research, we use dataset collection techniques in
the form of creating dummy data or not actual data made through Python language
commands through the google colab platform. The data set contains age, gender,
BMI, Blood Pressure, Smoking History, Heart Disease History, and mortality risk.
The data set consists of 200 rows and 7 attributes with up to 20% of the dataset in
the form of missing values. In this study, the data set used is a dummy data set
created using libraries in Python.

Data Preprocessing

Next, the stage carried out in this research is data preprocessing. At this stage, we
will perform data labeling and missing value handling.

Data labeling is a process in which string data is converted into numeric data. The
labeling process is used because there are several syntaxes in the classification
process that cannot read string data types or can only read numeric data types.
Missing values are information that is not available for an object (case). Missing
values occur because information for something about the object is not given, is
difficult to find, or simply does not exist. It needs to be addressed because it can
affect the performance of the model.

Splitting Data

After performing the data preprocessing stage, the next step is the data splitting
stage. The data splitting stage is a stage where the data set will be separated into
two parts, namely training data and test data. With a value of 8:2 or 80% for training
and 20% for test.

Modeling

The last stage is the training of the model. At this stage, the data set will be modeled
using the KNN algorithm classification method. The K-Nearest Neighbor (K-NN) is
a classification algorithm that uses the value of k neighbors. The formula of K-NN
is represented as follows:
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d; = \/Zle(xzi — X1;)? (1)

where:

X1 = Training data
Xy = Testing data
i = Variabel data
d = Distance

p = Dimention

The K-Nearest-Neighbors KNN algorithm will be applied to the provided data set.

3. Results and Discussion
Dataset

The dummy data set generated in this study has a total of 7 variables, namely age,
seX, BMI, blood pressure, smoking history, history of heart disease and mortality
risk. The target variable in this study is the mortality variable. The number of data
rows created in this study was 200 data rows. The description of the data set in this
study can be found in Table 1.

Tabel 1. Results from creating a dummy dataset

Age Gender BMI Blood Smoking Heart disease Mortality
pressure history history risk

21 Female 27.064225 110.0 No Yes Moderate

48 Male 26.416357 114.0 Yes Yes High

56 Female 38.480094 111.0 No Yes High

45 Male  27.064225 97.0 Yes Yes High

61 Male 159.0 Yes No High

39.191554

Data Preprocessing

In the data pre-processing stage, the first thing to do is to do label encoding. Label
encoding was performed on 4 variables, namely, sex, smoking history, history of
janyung disease, and risk of death. In the gender variable, the value "Female" was
changed to the value “1”, while the value "Male" was changed to the value "0".
Then in the variables of smoking history and heart disease history, the value "Yes"
was changed to the value "1" and the value "No" was changed to the value "0".
Unlike the previous three variables, the risk of death variable was changed into 3
new values, namely value "0" to replace the low risk of death, value "1" to replace
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the medium risk of death, and value "2" to replace the high risk of death. An
overview of the dataset after label encoding can be seen in Table 2.

Table 2. Results of label encoding

Age Gender BMI Blood Smoking Heart disease Mortality
pressure history history risk

21 1 27.064225 110.0 0 1 1

48 0 26.416357 114.0 1 1 2

56 1 38.480094 111.0 0 1 2

45 0 27.064225 97.0 1 1 2

61 0 159.0 1 0 2

39.191554

The next stage is the missing value checking stage. The results of the missing value
check can be seen in Figure 1.

@ Usia 2¢a non-null intes
1 Jenis Kelamin 288 non-null inta4
2 BMI 168 non-null floatesd
3  Tekanan Darah 168 non-null floated
4 Riwzyat Merokck 228 non-null ints4
L Riwayat Penyakit Jantung 288 non-null intes
& Resiko Kematian 288 non-null ints4

dtypes: floate4{2), imts4(5)

nnnnnn e A A T

Figure 1. The result of checking for missing values in the data set.

From Figure 1, it is known in the BMI and blood pressure variables. To overcome
this, the missing data are filled with the average of the values in each variable.

Model Evaluation

This section will discuss the results of data processing using the K-Nearest-
Neighbor (K-NN) algorithm. When applying K-Nearest Neighbors (KNN) to classify
the risk of death caused by smokers and heart disease patients, the classification
results using the k value show the results in the confusion matrix which can be
seen in Figure 2.
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Figure 2. Classification results in the confusion matrix table

From the confusion results, an evaluation can be done using an evaluation matrix
that includes precision, precision, recall, and F1 score. The evaluation results can
be seen in Table 3.

Table 3. Results of performance matrix evaluation

Target Precision Recall F1-Score Accuracy

0 0.78 0.41 0.54
1 0.25 0.50 0.33 0.52
2 0.77 0.67 0.71

From the table above, it is known that the model can understand target O and target
2 quite well with precision, recall, and F1-Score values that are superior to target
1. However, the resulting accuracy results are not as good, which is around 52%.
This is because the model has not been able to learn the dataset with target "1"
maximally.

4. Conclusion

This research discusses how the risk of death of smokers and heart disease
sufferers can be classified using the K-Nearest Neighbors (K-NN) algorithm. This
study determines the optimal k-value to provide the best precision to predict the
risk of death of smokers and heart disease sufferers using dummy data. Based on
the results of its application, the value of k has an accuracy of
0.5238095238095238. This shows that the K-Nearest Neighbors (K-NN) algorithm
can predict the risk of death of smokers and patients with heart disease with
52.38% success rate.
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